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#### Abstract

We use finite connectivity equilibrium replica theory to solve models of finitely connected unit-length vectorial spins, with random pair-interactions which are of the orthogonal matrix type. Finitely connected spin models, although still of a mean-field nature, can be regarded as a convenient level of description in between fully connected and finite-dimensional ones. Since the spins are continuous and the connectivity $c$ remains finite in the thermodynamic limit, the replica-symmetric order parameter is a functional. The general theory is developed for arbitrary values of the dimension $d$ of the spins, and arbitrary choices of the ensemble of random orthogonal matrices. We calculate phase diagrams and the values of moments of the order parameter explicitly for $d=2$ (finitely connected $X Y$ spins with random chiral interactions) and for $d=3$ (finitely connected classical Heisenberg spins with random chiral interactions). Numerical simulations are shown to support our predictions quite satisfactorily.


PACS numbers: 75.10.Nr, 05.20.-y, 64.60.Cn

## 1. Introduction

Models of finitely connected disordered spin systems have been studied for some 20 years, following the initiating papers [1-5]. In particular due to the unexpectedly rich and varied range of multi-disciplinary applications of finite connectivity replica techniques which emerged subsequently in, for example, spin-glass modelling [6-9], error correcting codes [10-13], theoretical computer science [14-17], recurrent neural networks [18-20] and 'small-world' networks [21], this field is presently enjoying a renewed interest and popularity. Until very recently, analysis was limited to the equilibrium properties of such models, but now attention has also turned to the dynamics of finitely connected spin systems [22-25], using combinatorial and generating functional methods. In the domain of physical spin systems, research into finitely connected systems has usually been triggered by the desire to develop solvable spinglass models which are closer to real finite-dimensional systems than the celebrated fully connected spin-glass model of [26]. As far as we are aware, however (and in contrast to the situation with fully connected disordered spin systems), all finitely connected and disordered spin systems analysed theoretically so far involved scalar spin variables (either of the Ising type, the soft-spin type or the spherical type).

In the present paper, we solve equilibrium models of finitely connected spin systems of unit-length vectorial spins, and with random pair-interactions between them which are of a chiral nature, defined by random orthogonal matrices which promote random relative spatial orientations between pairs of spins. The motivation behind our study is twofold. Firstly, we aim to expand the domain of solvable and solved finitely connected spin models, by also including those where the spins have a truly vectorial character, and where their interactions are of a (random) matrix type. Vectorial spins are not only more realistic from a fundamental physical point of view in any real magnetic system, but are also of special relevance in the context of neural networks [27-29] (and more general models of coupled oscillators, see, e.g., the review [30]), and in describing granular superconductors and Josephson junctions [31-35]. In these latter junctions it is essential for the spin interactions to have a chiral character. In most such superconducting systems the local degrees of freedom are modelled as two-dimensional vectors, i.e., $X Y$ spins characterized by a single phase angle at each site. The random matrix interactions then induce random phase shifts between neighbouring sites; in two spatial dimensions one may subsequently find the so-called gauge glass state; see, e.g., [36-38] and references therein.

The inclusion of bond- and field-disorder in chiral spin systems has so far mostly been studied analytically in models where all spins are allowed to interact with each other (purely for mathematical convenience, see, e.g., [39] and references therein). The present study can be regarded as a step away from the unrealistic full connectivity towards finite-dimensional models in such vectorial systems. Our second motivation is of a technical nature. In contrast to models with discrete (e.g., Ising) spins, when choosing real-valued microscopic variables the replica-symmetric (RS) theory will involve an order parameter which is itself a functional, rather than a function. Solving the associated order parameter equations is therefore nontrivial, and leads to many numerical complications especially when the domain of values for the individual spins is not bounded (as is the case for, e.g., soft spins). In our present model we have vectorial spin states; although continuous and therefore leading to a theory involving an order parameter functional, each spin state represents a point on a sphere and has therefore a compact domain. This is found to be a considerable mathematical and numerical advantage, and allows us to push our analysis and therefore also our understanding further.

The structure of our paper is as follows. We first develop the general replica-symmetric theory for finitely connected vectorial spin systems with random chiral interactions described
by orthogonal matrices, for arbitrary dimensions of the microscopic sphere $S_{d-1}$ which constrains the values of the individual spins. We then apply our theory first to the case $d=2$, where the spins reduce to $X Y$ ones, followed by application to $d=3$ where we have classical Heisenberg spins. In both cases, we calculate phase diagrams (with continuous transition lines calculated via functional moment expansions) as well as the values of macroscopic observables (using truncated population dynamics routines), for different choices for the ensemble of random orthogonal matrices. We complement our results with numerical simulations. The latter are found to agree well with our theoretical predictions, especially if the usual problems associated with the moment truncation of population dynamics algorithms and the well-known finite size effects in disordered spin systems are taken into account.

## 2. Definitions

We study finitely connected and bond-disordered systems comprising $N$ interacting normalized vectorial soft spins $\sigma_{i} \in S_{d-1}$, with $S_{d-1}$ denoting the unit sphere in $\mathbb{R}^{d}$. Thus for $d=2$ our spins become $X Y$ spins, with each spin representing a point on the unit circle, whereas for $d=3$ they become classical Heisenberg spins, with each representing a point on the unit sphere, etc. Our systems are taken to be in thermal equilibrium, characterized by Hamiltonians of the following form, with the short-hand $\{\boldsymbol{\sigma}\}=\left(\sigma_{1}, \ldots, \sigma_{N}\right)$ :

$$
\begin{equation*}
H(\{\boldsymbol{\sigma}\})=-J \sum_{i<j} c_{i j} \boldsymbol{\sigma}_{i} \cdot \mathbf{U}_{i j} \boldsymbol{\sigma}_{j}+\sum_{i} V\left(\boldsymbol{\sigma}_{i}\right) \tag{1}
\end{equation*}
$$

The independently distributed quenched random variables $c_{i j} \in\{0,1\}$ define the (random) connectivity of the system, i.e., they dictate which pairs of spins are allowed to interact. The real $d \times d$ matrices are assumed orthogonal and with determinant 1, i.e., they represent rotations in $\mathbb{R}^{d}$, and are drawn randomly and independently from some random matrix ensemble characterized by a distribution $P(\mathbf{U})$. We will assume as yet only that $P(\mathbf{U})=P\left(\mathbf{U}^{\dagger}\right)$. The single-site potentials $V(\sigma)$ serve to break symmetries, and will also enable us to take an Ising limit later as a benchmark test (e.g., for $V(\boldsymbol{\sigma})=\gamma(\hat{\boldsymbol{e}} \cdot \boldsymbol{\sigma})^{2}$, with $\hat{e}$ denoting a fixed unit-length vector in $\mathbb{R}^{d}$, and where $\gamma \rightarrow \infty$ ). In this paper, we will be concerned with the so-called finite connectivity regime, where

$$
\begin{equation*}
\operatorname{Prob}\left(c_{i j}\right)=\frac{c}{N} \delta_{c_{i j}, 1}+\left(1-\frac{c}{N}\right) \delta_{c_{i j}, 0} \quad \text { for all } \quad i<j \tag{2}
\end{equation*}
$$

with $c=\mathcal{O}\left(N^{0}\right)$. Each spin on an Erdös-Rényi graph generated via (2) interacts on average only with a finite number $c$ of other spins, even in the thermodynamic limit, similar to finitedimensional systems. In this sense, in spite of the absence of geometrical considerations (so that they are still of a mean-field nature), finitely connected spin models can be regarded as closer to physical reality than fully connected ones.

In the remainder of this paper, averages over the random connectivity $\left\{c_{i j}\right\}$ and over the random orthogonal matrices $\left\{\mathbf{U}_{i j}\right\}$ will be denoted by $\cdots$. We will use the standard replica identity $\overline{\log Z}=\lim _{n \rightarrow 0} n^{-1} \log \overline{Z^{n}}$, with $\overline{Z^{n}}$ initially evaluated for integer $n$, to calculate for our system the asymptotic disorder-averaged free energy per spin $\bar{f}=$ $-\lim _{N \rightarrow \infty}(\beta N)^{-1} \overline{\log Z}$. Indices will be used according to the standard conventions, with Greek ones labelling replicas $(\alpha=1, \ldots, n)$ and Roman ones labelling spins $(i=1, \ldots, N)$.

## 3. Replica calculation of the disorder-averaged free energy per spin

### 3.1. Derivation of replica saddle-point equations

In evaluating the disorder-averaged free energy per spin with the replica method,

$$
\begin{equation*}
\bar{f}=-\lim _{N \rightarrow \infty} \frac{1}{\beta N}\left[\log \int_{S_{d-1}}\left[\prod_{i} \mathrm{~d} \sigma_{i}\right] \mathrm{e}^{-\beta H(\{\sigma\})}\right] \tag{3}
\end{equation*}
$$

one finds that site factorization can be achieved upon isolating the usual site-averaged replica order parameter for finitely connected systems. After redefining $\{\boldsymbol{\sigma}\}=\left(\boldsymbol{\sigma}^{1}, \ldots, \sigma_{n}\right)$, where now $\sigma_{i}^{\alpha}, \sigma_{\alpha} \in S_{d-1}$, this order parameter takes the form $P(\{\sigma\})=\lim _{N \rightarrow \infty} N^{-1}$ $\sum_{i} \overline{\prod_{\alpha} \delta\left[\boldsymbol{\sigma}^{\alpha}-\boldsymbol{\sigma}_{i}^{\alpha}\right]}$. The insertion of appropriate functional $\delta$-distributions into (3) gives

$$
\begin{aligned}
\bar{f}= & -\lim _{N \rightarrow \infty} \lim _{n \rightarrow 0} \frac{1}{\beta N n} \log \int \cdots \int_{S_{d-1}}\left[\prod_{i \alpha} \mathrm{~d} \boldsymbol{\sigma}_{i}^{\alpha} \mathrm{e}^{-\beta V\left(\boldsymbol{\sigma}_{i}^{\alpha}\right)}\right] \prod_{i<j} \exp \left(\beta J c_{i j} \sum_{\alpha} \boldsymbol{\sigma}_{i}^{\alpha} \cdot \mathbf{U}_{i j} \boldsymbol{\sigma}_{j}^{\alpha}\right) \\
= & -\lim _{N \rightarrow \infty} \lim _{n \rightarrow 0} \frac{1}{\beta N n} \log \int \cdots \int_{S_{d-1}}\left[\prod_{i \alpha} \mathrm{~d} \boldsymbol{\sigma}_{i}^{\alpha} \mathrm{e}^{-\beta V\left(\boldsymbol{\sigma}_{i}^{\alpha}\right)}\right] \\
& \times \exp \left\{\frac{c}{2 N} \sum_{i j}\left[\int \mathrm{~d} \mathbf{U} P(\mathbf{U}) \exp \left(\beta J \sum_{\alpha} \boldsymbol{\sigma}_{i}^{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{j}^{\alpha}\right)-1\right]+\mathcal{O}\left(N^{0}\right)\right\} \\
= & -\lim _{N \rightarrow \infty} \lim _{n \rightarrow 0} \frac{1}{\beta N n} \log \int\left\{\prod_{\{\boldsymbol{\sigma}\}} \frac{\mathrm{d} P(\{\boldsymbol{\sigma}\}) \mathrm{d} \hat{P}(\{\boldsymbol{\sigma}\}) \exp (\mathrm{i} N P(\{\boldsymbol{\sigma}\}) \hat{P}(\{\boldsymbol{\sigma}\}))}{2 \pi / N}\right\} \\
& \times \exp \left\{\frac{1}{2} c N \int\left\{\mathrm{~d} \boldsymbol{\sigma} \mathrm{~d} \boldsymbol{\sigma}^{\prime}\right\} P(\{\boldsymbol{\sigma}\}) P\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \exp \left(\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime}\right)-1\right]\right\} \\
& \times \exp \left\{N \log \int\{\mathrm{~d} \boldsymbol{\sigma}\} \exp \left(-\mathrm{i} \sum_{\left\{\boldsymbol{\sigma}^{\prime}\right\}} \hat{P}\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right) \prod_{\alpha} \delta\left[\boldsymbol{\sigma}_{\alpha}^{\prime}-\boldsymbol{\sigma}_{\alpha}\right]-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}\right)\right)\right\}
\end{aligned}
$$

Next we carry out a rescaling transformation of the conjugate integration variables: $\hat{P}(\{\sigma\}) \rightarrow$ $\{\mathrm{d} \boldsymbol{\sigma}\} \hat{P}(\{\sigma\})$. The objective is to convert the sum $\sum_{\{\sigma\}} P(\{\sigma\}) \hat{P}(\{\sigma\})$ in the exponent into $\sum_{\{\sigma\}}\{\mathrm{d} \sigma\} P(\{\sigma\}) \hat{P}(\{\sigma\})$; this latter expression, in contrast to the original one, will become a well-defined integral in the continuum limit $\{\mathrm{d} \boldsymbol{\sigma}\} \rightarrow\{\mathbf{0}\}$. Upon writing the resulting path integration measure as $\prod_{\{\sigma\}}[\mathrm{d} P(\{\sigma\}) \mathrm{d} \hat{P}(\{\sigma\}) / 2 \pi]=\{\mathrm{d} P \mathrm{~d} \hat{P}\}$, and upon neglecting irrelevant constants, our expression for the disorder-averaged free energy per spin is then seen to take a saddle-point form:

$$
\begin{aligned}
\bar{f}= & -\lim _{N \rightarrow \infty} \lim _{n \rightarrow 0} \frac{1}{\beta N n} \log \int\{\mathrm{~d} P \mathrm{~d} \hat{P}\} \exp \left(\mathrm{i} N \int\{\mathrm{~d} \boldsymbol{\sigma}\} P(\{\boldsymbol{\sigma}\}) \hat{P}(\{\boldsymbol{\sigma}\})\right) \\
& \times \exp \left\{\frac{1}{2} c N \int\left\{\mathrm{~d} \boldsymbol{\sigma} \mathrm{~d} \boldsymbol{\sigma}^{\prime}\right\} P(\{\boldsymbol{\sigma}\}) P\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \exp \left(\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime}\right)-1\right]\right\} \\
& \times \exp \left\{N \log \int\{\mathrm{~d} \boldsymbol{\sigma}\} \exp \left(-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}\right)-\mathrm{i} \hat{P}(\{\boldsymbol{\sigma}\})\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
= & -\lim _{n \rightarrow 0} \frac{1}{\beta n} \operatorname{extr}_{\{P, \hat{P}\}}\left\{\mathrm{i} \int\{\mathrm{~d} \boldsymbol{\sigma}\} P(\{\boldsymbol{\sigma}\}) \hat{P}(\{\boldsymbol{\sigma}\})+\log \int\{\mathrm{d} \boldsymbol{\sigma}\} \exp \left(-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}\right)-\mathrm{i} \hat{P}(\{\boldsymbol{\sigma}\})\right)\right. \\
& \left.+\frac{1}{2} c \int\left\{\mathrm{~d} \boldsymbol{\sigma} \mathrm{~d} \boldsymbol{\sigma}^{\prime}\right\} P(\{\boldsymbol{\sigma}\}) P\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \exp \left(\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime}\right)-1\right]\right\} . \tag{4}
\end{align*}
$$

The functional variation of (4) with respect to the two order parameter functions $\hat{P}(\{\sigma\})$ and $P(\{\sigma\})$ gives us the following two saddle-point equations, respectively:

$$
\begin{align*}
& P(\{\boldsymbol{\sigma}\})=\frac{\exp \left(-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}\right)-\mathrm{i} \hat{P}(\{\boldsymbol{\sigma}\})\right)}{\int\left\{\mathrm{d} \boldsymbol{\sigma}^{\prime}\right\} \exp \left(-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}^{\prime}\right)-\mathrm{i} \hat{P}\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\right)}  \tag{5}\\
& \hat{P}(\{\boldsymbol{\sigma}\})=\mathrm{i} c \int\left\{\mathrm{~d} \boldsymbol{\sigma}^{\prime}\right\} P\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \exp \left(\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime}\right)-1\right] \tag{6}
\end{align*}
$$

Elimination of the conjugate order parameter function $\hat{P}(\{\sigma\})$ leads to a saddle-point equation for $P(\{\sigma\})$ only, and an associated expression for the free energy $\bar{f}$ :

$$
\begin{gather*}
P(\{\boldsymbol{\sigma}\})=\frac{\exp \left(c \int\left\{\mathrm{~d} \boldsymbol{\sigma}^{\prime}\right\} P\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \mathrm{e}^{\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime}}-1\right]-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}\right)\right)}{\int\left\{\mathrm{d} \boldsymbol{\sigma}^{\prime}\right\} \exp \left(c \int\left\{\mathrm{~d} \boldsymbol{\sigma}^{\prime \prime}\right\} P\left(\left\{\boldsymbol{\sigma}^{\prime \prime}\right\}\right)\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \mathrm{e}^{\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime \prime}}-1\right]-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}^{\prime}\right)\right)}  \tag{7}\\
\bar{f}=\lim _{n \rightarrow 0} \frac{1}{\beta n}\left\{\frac{1}{2} c \int\left\{\mathrm{~d} \boldsymbol{\sigma} \mathrm{~d} \boldsymbol{\sigma}^{\prime}\right\} P(\{\boldsymbol{\sigma}\}) P\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \exp \left(\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime}\right)-1\right]\right. \\
\\
-\log \int\{\mathrm{d} \boldsymbol{\sigma}\} \exp \left(c \int\left\{\mathrm{~d} \boldsymbol{\sigma}^{\prime}\right\} P\left(\left\{\boldsymbol{\sigma}^{\prime}\right\}\right)\right.  \tag{8}\\
\\
\left.\left.\times\left[\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \mathrm{e}^{\beta J \sum_{\alpha} \boldsymbol{\sigma}_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}_{\alpha}^{\prime}}-1\right]-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}\right)\right)\right\} .
\end{gather*}
$$

### 3.2. Replica-symmetric theory

We now make the canonical RS ansatz for continuous spins in our saddle-point equations ${ }^{7}$. We assume there to be a complete family of distributions $P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}]$ on $S_{d-1}$, parametrized by a countable set of real-valued parameters $\boldsymbol{\mu}=\left(\mu_{0}, \mu_{1}, \mu_{2}, \ldots\right)$, such that

$$
\begin{equation*}
P_{\mathrm{RS}}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}_{n}\right)=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu}) \prod_{\alpha} P\left[\boldsymbol{\sigma}_{\alpha} \mid \boldsymbol{\mu}\right] \tag{9}
\end{equation*}
$$

with a normalized density $w(\boldsymbol{\mu})$. A representation-independent but mathematically equivalent formulation of the RS ansatz follows upon defining the functional measure

$$
\begin{equation*}
W[\{P\}]=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu}) \prod_{\boldsymbol{\sigma} \in S_{d-1}} \delta[P(\boldsymbol{\sigma})-P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}]] . \tag{10}
\end{equation*}
$$

Here we used the symbolic notation $\prod_{\sigma} \delta[P(\sigma)-L(\sigma)]$ for the functional version of the $\delta$-distribution, defined via the identity $\int\{\mathrm{d} P\} G[\{P\}] \prod_{\sigma} \delta[P(\boldsymbol{\sigma})-L(\sigma)]=G[\{L\}]$. For

[^0]non-degenerate parametrizations, i.e., for those such that every function $P(\boldsymbol{\sigma})$ corresponds to a unique choice $\boldsymbol{\mu}(\{P\})$ of parameters, with $P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}(\{P\})]=P(\boldsymbol{\sigma})$ for all $\boldsymbol{\sigma} \in S_{d-1}$, we can invert relation (10) and write
\[

$$
\begin{equation*}
w(\boldsymbol{\mu})=\int\{\mathrm{d} P\} W[\{P\}] \delta[\boldsymbol{\mu}-\boldsymbol{\mu}(\{P\})] . \tag{11}
\end{equation*}
$$

\]

In terms of the functional measure $W[\{P\}]$ our RS ansatz (9) takes an elegant and representation-free form:

$$
\begin{equation*}
P_{\mathrm{RS}}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}_{n}\right)=\int\{\mathrm{d} P\} W[\{P\}] \prod_{\alpha} P\left(\sigma_{\alpha}\right) \tag{12}
\end{equation*}
$$

The physical interpretation of our subsequent observables and results in terms of the original disordered $N$-spin system will follow from the identity

$$
\begin{equation*}
\int\{\mathrm{d} P\} W[\{P\}] \prod_{\alpha}\left[\int \mathrm{d} \boldsymbol{\sigma} P(\boldsymbol{\sigma}) f_{\alpha}(\boldsymbol{\sigma})\right]=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\prod_{\alpha}\left\langle f_{\alpha}\left(\sigma_{i}\right)\right\rangle} . \tag{13}
\end{equation*}
$$

We insert into our general saddle-point equation (7) the RS ansatz (12), and introduce the convention $\prod_{k=1}^{0} a_{k}=1$ for any series $\left\{a_{k}\right\}$. This leads to the following identity (with a constant $C_{n}$ which will in due course be determined by normalization),

$$
\begin{align*}
& C_{n} \int\{\mathrm{~d} P\} W[\{P\}] \prod_{\alpha} P\left(\boldsymbol{\sigma}_{\alpha}\right)=\exp \left(c \int\{\mathrm{~d} P\} W[\{P\}] \int \mathrm{d} \mathbf{U} P(\mathbf{U})\right. \\
&\left.\times \prod_{\alpha}\left[\int \mathrm{d} \boldsymbol{\sigma}^{\prime} P\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \sigma_{\alpha} \cdot \mathbf{U} \boldsymbol{\sigma}^{\prime}}\right]-c-\beta \sum_{\alpha} V\left(\boldsymbol{\sigma}_{\alpha}\right)\right) \\
&= \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k=1}^{\ell}\left[\left\{\mathrm{d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \\
& \times \prod_{\alpha}\left\{\mathrm{e}^{-\beta V\left(\boldsymbol{\sigma}_{\alpha}\right)} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \sigma_{\alpha} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}\right\} \\
&= \int\{\mathrm{d} P\} \prod_{\alpha} P\left(\boldsymbol{\sigma}_{\alpha}\right) \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k=1}^{\ell}\left[\left\{\mathrm{d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] Z^{n}\left[\left\{P_{1}, \ldots, P_{\ell}\right\}\right] \\
& \times \prod_{\boldsymbol{\sigma} \in S_{d}} \delta\left[P(\boldsymbol{\sigma})-\frac{\mathrm{e}^{-\beta V(\boldsymbol{\sigma})} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \sigma \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}{Z\left[\left\{P_{1}, \ldots, P_{\ell}\right\}\right]}\right] \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
Z\left[\left\{P_{1}, \ldots, P_{\ell}\right\}\right]=\int \mathrm{d} \boldsymbol{\sigma} \mathrm{e}^{-\beta V(\boldsymbol{\sigma})} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{u}_{k} \boldsymbol{\sigma}^{\prime}} \tag{15}
\end{equation*}
$$

In the replica limit $n \rightarrow 0$, both the term $Z^{n}\left[\left\{P_{1}, \ldots, P_{k}\right\}\right]$ and the constant $C_{n}$ reduce to unity, and our RS order parameter equation acquires the transparent form

$$
\begin{align*}
& W[\{P\}]=\sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\left\{\mathrm{~d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \\
& \times \prod_{\boldsymbol{\sigma} \in S_{d-1}} \delta\left[P(\boldsymbol{\sigma})-\frac{\mathrm{e}^{-\beta V(\boldsymbol{\sigma})} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}{\int \mathrm{d} \boldsymbol{\sigma}^{\prime \prime} \mathrm{e}^{-\beta V\left(\boldsymbol{\sigma}^{\prime \prime}\right)} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma}^{\prime \prime} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}\right] . \tag{16}
\end{align*}
$$

The replica-symmetric order parameter for finitely and randomly connected disordered systems with continuous degrees of freedom is thus seen to be a functional $W[\{P\}]$ on the space of probability densities. For any specific parametrization $P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}]$ of this space, the order parameter equation (16) becomes an equation for the distribution $w(\boldsymbol{\mu})$ of parameters (of which there must generally be an infinite number):

$$
\begin{align*}
& w(\boldsymbol{\mu})=\sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\mathrm{~d} \boldsymbol{\mu}_{k} w\left(\boldsymbol{\mu}_{k}\right) \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \int\{\mathrm{d} P\} \delta[\boldsymbol{\mu}-\boldsymbol{\mu}(\{P\})] \\
& \times \prod_{\boldsymbol{\sigma} \in S_{d-1}} \delta\left[P(\boldsymbol{\sigma})-\frac{\mathrm{e}^{-\beta V(\boldsymbol{\sigma})} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P\left[\boldsymbol{\sigma}^{\prime} \mid \boldsymbol{\mu}_{k}\right] \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}{\int \mathrm{d} \boldsymbol{\sigma}^{\prime \prime} \mathrm{e}^{-\beta V\left(\boldsymbol{\sigma}^{\prime \prime}\right)} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P\left[\boldsymbol{\sigma}^{\prime} \mid \boldsymbol{\mu}_{k}\right] \mathrm{e}^{\beta J \boldsymbol{\sigma}^{\prime \prime} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}\right] . \tag{17}
\end{align*}
$$

We note that multiplication of $P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}]$ by a constant will not affect (17), so that in our parametrizations $P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}]$ we need not impose normalization explicitly. Application of the above manipulations to formula (8) leads us in a similar manner to the following expression for the RS free energy:

$$
\begin{align*}
\bar{f}_{\mathrm{RS}}=\frac{c}{2 \beta} \int\{ & \left\{\mathrm{d} P_{1} \mathrm{~d} P_{2}\right\} W\left[\left\{P_{1}\right\}\right] W\left[\left\{P_{2}\right\}\right] \int \mathrm{d} \mathbf{U} P(\mathbf{U}) \log \left[\int \mathrm{d} \boldsymbol{\sigma} \mathrm{~d} \boldsymbol{\sigma}^{\prime} P_{1}(\boldsymbol{\sigma}) P_{2}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U} \boldsymbol{\sigma}^{\prime}}\right] \\
& -\frac{1}{\beta} \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k=1}^{\ell}\left[\left\{\mathrm{d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \\
& \times \log \left\{\int \mathrm{d} \boldsymbol{\sigma} \mathrm{e}^{-\beta V(\boldsymbol{\sigma})} \prod_{k=1}^{\ell} \int \mathrm{d} \boldsymbol{\sigma}^{\prime} P_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}\right\} \tag{18}
\end{align*}
$$

An alternative formalism for the mathematical analysis of finitely connected spin models and deriving the key equations (16) and (18) would have been the cavity method; see, e.g., [7] and [8]. Which route one prefers is largely a matter of taste or familiarity ${ }^{8}$.

### 3.3. The Ising limit

As a simple consistency test of our theory, we now consider the limit $\gamma \rightarrow \infty$ of our population dynamics equation (16), for the special choice $V(\boldsymbol{\sigma})=\gamma(\hat{\mathbf{e}} \cdot \boldsymbol{\sigma})^{2}$ where $\hat{\mathbf{e}}$ denotes an arbitrary unit-length vector in $\mathbb{R}^{d}$. Via a saddle-point argument, we observe that the limit $\gamma \rightarrow \infty$ restricts our spins to take one of two possible values, namely, $\sigma= \pm \hat{\mathbf{e}}$. Hence, our order parameter function $P(\sigma)$ collapses to a sum of two delta peaks, which (with a modest amount of foresight) we choose to parametrize by

$$
\begin{equation*}
P(\sigma)=\frac{\mathrm{e}^{\beta h}}{2 \cosh (\beta h)} \delta(\boldsymbol{\sigma}-\hat{\mathbf{e}})+\frac{\mathrm{e}^{-\beta h}}{2 \cosh (\beta h)} \delta(\sigma+\hat{\mathbf{e}}) \tag{19}
\end{equation*}
$$

With this representation of $P(\sigma)$, our order parameter functional $W[\{P\}]$ reduces to a distribution $W(h)$ of 'effective' fields $h$. Carrying out the integrations within the $\delta$-functional in (16) then results in

[^1]\[

$$
\begin{align*}
W(h)= & \sum_{\ell \geqslant 0} \frac{\mathrm{e}^{-c} c^{\ell}}{\ell!} \int \prod_{k \leqslant \ell}\left[\mathrm{~d} h_{k} W\left(h_{k}\right) \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \prod_{\boldsymbol{\sigma} \in\{-\hat{\mathbf{e}}, \hat{\mathbf{e}}\}} \delta\left[\frac{\exp [\beta h(\boldsymbol{\sigma} \cdot \hat{\mathbf{e}})]}{2 \cosh (\beta h)}\right. \\
& \left.-\frac{\prod_{k=1}^{\ell}\left[\frac{\exp \left(\beta h_{k}+\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \hat{\mathbf{e}}\right)}{2 \cosh \left(\beta h_{k}\right)}+\frac{\exp \left(-\beta h_{k}-\beta J \sigma \cdot \mathbf{U}_{k} \hat{\mathbf{e}}\right)}{2 \cosh \left(\beta h_{k}\right)}\right]}{\sum_{\boldsymbol{\sigma}^{\prime} \in\{-\hat{\mathbf{e}}, \hat{\mathbf{e}}\}} \prod_{k=1}^{\ell}\left[\frac{\exp \left(\beta h_{k}+\beta J \boldsymbol{\sigma}^{\prime} \cdot \mathbf{U}_{k} \hat{\mathbf{e}}\right)}{2 \cosh \left(\beta h_{k}\right)}+\frac{\exp \left(-\beta h_{k}-\beta J \sigma^{\prime} \cdot \mathbf{U}_{k} \hat{\mathbf{e}}\right)}{2 \cosh \left(\beta h_{k}\right)}\right]}\right] \tag{20}
\end{align*}
$$
\]

The two $\delta$-functions in this expression now effectively give us an update relation for $h$. This leads to a population dynamics equation, equivalent to that found in, e.g., [2, 3]:

$$
\begin{align*}
W(h)= & \sum_{\ell \geqslant 0} \frac{\mathrm{e}^{-c} c^{\ell}}{\ell!} \int \prod_{k \leqslant \ell}\left[\mathrm{~d} h_{k} W\left(h_{k}\right) \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \\
& \times \delta\left[h-\frac{1}{\beta} \sum_{k=1}^{\ell} \operatorname{arctanh}\left[\tanh (\beta h) \tanh \left(\beta J \hat{\mathbf{e}} \cdot \mathbf{U}_{k} \hat{\mathbf{e}}\right)\right]\right] \tag{21}
\end{align*}
$$

Choosing, for instance, the random orthogonal matrix distribution $P(\mathbf{U})$ to be of the simple form $P(\mathbf{U})=a \delta[\mathbf{U}-\mathbb{1}]+(1-a) \delta[\mathbf{U}+\mathbb{1}]$, with $a \in[0,1],{ }^{9}$ leads directly to the familiar functional order parameter equations of the $\pm J$ Ising spin-glass, with exchange interactions distributed according to $P\left(J^{\prime}\right)=a \delta\left[J^{\prime}-J\right]+(1-a) \delta\left[J^{\prime}+J\right]$.

## 4. General theory for $\boldsymbol{d}=2$

### 4.1. RS saddle-point equations and free energy

For $d=2$ the set $S_{d-1}$ reduces to the unit circle, and our spins become $X Y$ spins, i.e., $\sigma=(\cos \phi, \sin \phi)$ with $\phi \in[0,2 \pi]$. We may therefore also write $V(\sigma)=\tilde{V}(\phi)$, and find the random rotation matrices $\mathbf{U}$ being simply characterized by a single angle $\omega \in[0,2 \pi]$ and an associated symmetric distribution $P(\omega)=P(-\omega)$. As a result our equations simplify considerably. The order parameter equation (16) reduces to

$$
\begin{align*}
W[\{P\}]= & \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\left\{\mathrm{~d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \omega_{k} P\left(\omega_{k}\right)\right] \\
& \times \prod_{\phi} \delta\left[P(\phi)-\frac{\mathrm{e}^{-\beta \tilde{V}(\phi)} \prod_{k=1}^{\ell} \int \mathrm{d} \phi^{\prime} P_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega_{k}\right)\right)}{\int \mathrm{d} \phi^{\prime \prime} \mathrm{e}^{-\beta \tilde{V}\left(\phi^{\prime \prime}\right)} \prod_{k=1}^{\ell} \int \mathrm{d} \phi^{\prime} P_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi^{\prime \prime}-\phi^{\prime}-\omega_{k}\right)\right)}\right] \tag{22}
\end{align*}
$$

In the absence of single-site potentials, i.e., for $\tilde{V}(\phi)=0$, we get

$$
\begin{align*}
W[\{P\}]= & \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\left\{\mathrm{~d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \omega_{k} P\left(\omega_{k}\right)\right] \\
& \times \prod_{\phi} \delta\left[P(\phi)-\frac{\prod_{k=1}^{\ell} \int \mathrm{d} \phi^{\prime} P_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega_{k}\right)\right)}{\int \mathrm{d} \phi^{\prime \prime} \prod_{k=1}^{\ell} \int \mathrm{d} \phi^{\prime} P_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi^{\prime \prime}-\phi^{\prime}-\omega_{k}\right)\right)}\right] \tag{23}
\end{align*}
$$

[^2]For $T=0$ this reduces even further to

$$
\begin{align*}
W[\{P\}]= & \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\left\{\mathrm{~d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \omega_{k} P\left(\omega_{k}\right)\right] \\
& \times \prod_{\phi} \delta\left[P(\phi)-\frac{\prod_{k=1}^{\ell} P_{k}\left(\phi-\omega_{k}\right)}{\int \mathrm{d} \phi^{\prime \prime} \prod_{k=1}^{\ell} P_{k}\left(\phi^{\prime \prime}-\omega_{k}\right)}\right] \tag{24}
\end{align*}
$$

Whenever we carry out angle shifts such as those used in deriving (24), we take the distributions $P_{k}(\phi)$ to be continued periodically outside the domain $[0,2 \pi]$. Similarly, we find that for $V(\sigma)=0$ and $d=2$ the RS free energy per spin (18) becomes

$$
\begin{align*}
& \bar{f}_{\mathrm{RS}}=\frac{c}{2 \beta} \int\left\{\mathrm{~d} P_{1} \mathrm{~d} P_{2}\right\} W\left[\left\{P_{1}\right\}\right] W\left[\left\{P_{2}\right\}\right] \int \mathrm{d} \omega P(\omega) \\
& \times \log \left[\int \mathrm{d} \phi \mathrm{~d} \phi^{\prime} P_{1}(\phi) P_{2}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega\right)\right)\right] \\
&-\frac{1}{\beta} \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k=1}^{\ell}\left[\left\{\mathrm{d} P_{k}\right\} W\left[\left\{P_{k}\right\}\right] \mathrm{d} \omega_{k} P\left(\omega_{k}\right)\right] \\
& \times \log \left[\int \mathrm{d} \phi \prod_{k=1}^{\ell} \int \mathrm{d} \phi^{\prime} P_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega_{k}\right)\right)\right] \tag{25}
\end{align*}
$$

As expected, the paramagnetic state $W[\{P\}]=\prod_{\phi \in[0,2 \pi]} \delta\left[P(\phi)-(2 \pi)^{-1}\right]$ is a solution of (23) at any temperature. In this state one finds, using (13), that $\left\langle\delta\left[\phi-\phi_{i}\right]\right\rangle=(2 \pi)^{-1}$ for all $i$ and all $\phi$.

Continuous bifurcations away from the paramagnetic state can be identified via a socalled Guzai (or functional moment) expansion. We transform $P(\phi) \rightarrow(2 \pi)^{-1}+\Delta(\phi)$, with $W[\{P\}] \rightarrow \tilde{W}[\{\Delta\}]$ and with $\tilde{W}[\{\Delta\}]=0$ as soon as $\int_{0}^{2 \pi} \mathrm{~d} \phi \Delta(\phi) \neq 0$ (since $P(\phi)$ must remain normalized). We may now expand our equations in powers of the functional moments $\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta\left(\phi_{1}\right) \ldots \Delta\left(\phi_{r}\right)$ for $r=1,2$. In doing so we will repeatedly encounter the modified Bessel functions

$$
\begin{equation*}
I_{n}(z)=\int_{-\pi}^{\pi} \frac{\mathrm{d} \phi}{2 \pi} \cos (n \phi) \mathrm{e}^{z \cos (\phi)} . \tag{26}
\end{equation*}
$$

Close to a continuous phase transition we assume there to be a small parameter $\epsilon$ measuring the bifurcation, such that $\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta\left(\phi_{1}\right) \ldots \Delta\left(\phi_{r}\right)=\mathcal{O}\left(\epsilon^{r}\right)$. Any bifurcations that this procedure identifies represent possible physical instabilities of the paramagnetic state, in the absence of external fields, towards the formation of spontaneously maintained non-uniform orientation statistics of individual spins.

### 4.2. Paramagnetic to ferromagnetic and Kosterlitz-Thouless-type transitions

We first inspect the lowest order, i.e., $\epsilon^{1}$, bifurcations away from the paramagnetic solution of the $\tilde{V}(\phi)=0$ equation (23). Here we have

$$
\left.\begin{array}{rl}
\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta(\phi)=\frac{1}{2 \pi} \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\left\{\mathrm{~d} \Delta_{k}\right\} \tilde{W}\left[\left\{\Delta_{k}\right\}\right] \mathrm{d} \omega_{k} P\left(\omega_{k}\right)\right] \\
& \times\left\{\frac{1+\sum_{k=1}^{\ell} \frac{\int \mathrm{d} \phi^{\prime} \Delta_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega_{k}\right)\right)}{I_{0}(\beta J)}+\cdots}{1+\sum_{k=1}^{\ell} \int \frac{\mathrm{d} \phi^{\prime \prime}}{2 \pi} \frac{\int \mathrm{~d} \phi^{\prime} \Delta_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi^{\prime \prime}-\phi^{\prime}-\omega_{k}\right)\right)}{I_{0}(\beta J)}+\cdots}-1\right.
\end{array}\right\} .
$$

$$
\begin{align*}
= & \frac{1}{2 \pi} \sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell!} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\left\{\mathrm{~d} \Delta_{k}\right\} \tilde{W}\left[\left\{\Delta_{k}\right\}\right] \mathrm{d} \omega_{k} P\left(\omega_{k}\right)\right] \\
& \times \sum_{k=1}^{\ell}\left\{\frac{\int \mathrm{d} \phi^{\prime} \Delta_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega_{k}\right)\right)}{I_{0}(\beta J)}\right. \\
& \left.-\int \frac{\mathrm{d} \phi^{\prime \prime}}{2 \pi} \frac{\int \mathrm{~d} \phi^{\prime} \Delta_{k}\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi^{\prime \prime}-\phi^{\prime}-\omega_{k}\right)\right)}{I_{0}(\beta J)}+\cdots\right\} \\
= & \frac{c}{2 \pi I_{0}(\beta J)} \\
& \times \int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \mathrm{d} \omega P(\omega) \int \mathrm{d} \phi^{\prime} \Delta\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega\right)\right)+\mathcal{O}\left(\epsilon^{2}\right) \tag{27}
\end{align*}
$$

Thus, with $\Psi(\phi)=\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta(\phi)$ we obtain the following (constrained) leading order eigenvalue problem, which describes transitions away from the paramagnetic state:
$\Psi(\phi)=\frac{c}{2 \pi I_{0}(\beta J)} \int_{0}^{2 \pi} \mathrm{~d} \phi^{\prime} \int \mathrm{d} \omega P(\omega) \exp \left(\beta J \cos \left(\phi-\phi^{\prime}-\omega\right)\right) \Psi\left(\phi^{\prime}\right)$
$\int_{0}^{2 \pi} \mathrm{~d} \phi \Psi(\phi)=0$.
This problem is solved by the Fourier modes $\Psi(\phi)=\hat{\Psi}_{k} \mathrm{e}^{\mathrm{i} k \phi}$ (with integer $k \neq 0$ ), each of which bifurcates at a temperature $T_{k}$ which is to be solved from

$$
\begin{equation*}
1=\frac{c I_{k}(\beta J)}{I_{0}(\beta J)} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (k \omega) . \tag{30}
\end{equation*}
$$

For either $\beta \rightarrow 0$ or $c \rightarrow 0$ the right-hand side would reduce to zero, and we would find ourselves always in a paramagnetic state. The presently studied transition therefore occurs at the average connectivity $c$ for which

$$
\begin{equation*}
c=\min _{k>0}\left\{\frac{I_{k}(\beta J)}{I_{0}(\beta J)} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (k \omega)\right\}^{-1} . \tag{31}
\end{equation*}
$$

At zero temperature we may use the property $\lim _{z \rightarrow \infty} I_{k}(z) / I_{0}(z)=1$ to obtain $c_{\text {crit }}^{-1}=$ $\max _{k>0} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (k \omega) \leqslant 1$. This could have been expected, since the percolation transition in the random graph (2) occurs at $c=1$. According to (13), the present type of bifurcation is towards a state where (with $k$ denoting the critical Fourier mode)

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\delta\left[\phi-\phi_{i}\right]\right\rangle}=\frac{1}{2 \pi}[1+\epsilon \cos (k \phi-\psi)+\cdots] . \tag{32}
\end{equation*}
$$

Care is to be taken in interpreting the bifurcating state, since in leading order one has

$$
\begin{align*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\boldsymbol{\sigma}_{i}\right\rangle} & =\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\binom{\cos \left(\phi_{i}\right)}{\sin \left(\phi_{i}\right)}\right\rangle} \\
& =\frac{\epsilon}{2 \pi}\binom{\int_{-\pi}^{\pi} \mathrm{d} \phi \cos (\phi) \cos (k \phi-\psi)}{\int_{-\pi}^{\pi} \mathrm{d} \phi \sin (\phi) \cos (k \phi-\psi)}+\cdots \\
& =\frac{1}{2} \epsilon \delta_{k 1}\binom{\cos (\psi)}{\sin (\psi)}+\cdots . \tag{33}
\end{align*}
$$

We conclude that only for $k=1$ may we call the bifurcating solution ferromagnetic ( F ). For $k>1$ we find a bifurcation towards a state with no overall magnetization, but still with measurably non-uniform overall single spin statistics. This transition is reminiscent of a Kosterlitz-Thouless one. Thus we have the following possible transitions:

$$
\begin{align*}
& \mathrm{P} \rightarrow \mathrm{~F}: \quad c=\left\{\frac{I_{1}(\beta J)}{I_{0}(\beta J)} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (\omega)\right\}^{-1}  \tag{34}\\
& \mathrm{KT}: \quad c=\min _{k>1}\left\{\frac{I_{k}(\beta J)}{I_{0}(\beta J)} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (k \omega)\right\}^{-1} . \tag{35}
\end{align*}
$$

It will be shown below, however, that the KT transition is always preceded by a spin-glass transition, and hence it is non-physical.

### 4.3. Paramagnetic to spin-glass transition

If the transition away from the paramagnetic solution of the $\tilde{V}(\phi)=0$ equation (23) is towards a new state with $\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta(\phi)=0$ (which would be a spin-glass state), the lowest relevant order in our expansions is $\epsilon^{2}$, and we find after functional moment expansion that

$$
\begin{align*}
& \int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta\left(\phi_{1}\right) \Delta\left(\phi_{2}\right)=\frac{c}{(2 \pi)^{2} I_{0}^{2}(\beta J)} \int[\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \mathrm{d} \omega P(\omega)] \\
& \times\left(\int \mathrm{d} \phi^{\prime} \Delta\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi_{1}-\phi^{\prime}-\omega\right)\right)\right) \\
& \times\left(\int \mathrm{d} \phi^{\prime} \Delta\left(\phi^{\prime}\right) \exp \left(\beta J \cos \left(\phi_{2}-\phi^{\prime}-\omega\right)\right)\right)+\mathcal{O}\left(\epsilon^{3}\right) \tag{36}
\end{align*}
$$

Thus, with $\Psi\left(\phi_{1}, \phi_{2}\right)=\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta\left(\phi_{1}\right) \Delta\left(\phi_{2}\right)$ we now arrive at the following (constrained) eigenvalue problem for the $\mathrm{P} \rightarrow \mathrm{SG}$ transition:

$$
\begin{gather*}
\Psi\left(\phi_{1}, \phi_{2}\right)=c \int \frac{\mathrm{~d} \phi_{1}^{\prime} \mathrm{d} \phi_{2}^{\prime}}{\left[2 \pi I_{0}(\beta J)\right]^{2}}\left[\int \mathrm { d } \omega P ( \omega ) \operatorname { e x p } \left(\beta J \cos \left(\phi_{1}-\phi_{1}^{\prime}-\omega\right)\right.\right. \\
\left.\left.+\beta J \cos \left(\phi_{2}-\phi_{2}^{\prime}-\omega\right)\right)\right] \Psi\left(\phi_{1}^{\prime}, \phi_{2}^{\prime}\right)  \tag{37}\\
\int \mathrm{d} \phi_{1} \Psi\left(\phi_{1}, \phi_{2}\right)=\int \mathrm{d} \phi_{2} \Psi\left(\phi_{1}, \phi_{2}\right)=0 \tag{38}
\end{gather*}
$$

Again one finds that the Fourier modes are the relevant solutions. Here we have $\Psi\left(\phi_{1}, \phi_{2}\right)=$ $\hat{\Psi}_{k_{1}, k_{2}} \mathrm{e}^{\mathrm{i}\left(k_{1} \phi_{1}+k_{2} \phi_{2}\right)}$ (with integer $k_{r} \neq 0$ ), each of which bifurcates at a temperature (or, equivalently, at a critical connectivity) which is to be solved from

$$
\begin{equation*}
1=\frac{c I_{k_{1}}(\beta J) I_{k_{2}}(\beta J)}{I_{0}^{2}(\beta J)} \int \mathrm{d} \omega P(\omega) \cos \left[\left(k_{1}+k_{2}\right) \omega\right] \tag{39}
\end{equation*}
$$

As before the right-hand side becomes zero for $\beta=0$ or $c \rightarrow 0$, so that the transition occurs at

$$
\begin{equation*}
c=\min _{k_{1} \neq 0, k_{2} \neq 0}\left\{\frac{I_{k_{1}}(\beta J) I_{k_{2}}(\beta J)}{I_{0}^{2}(\beta J)} \int \mathrm{d} \omega P(\omega) \cos \left[\left(k_{1}+k_{2}\right) \omega\right]\right\}^{-1} \tag{40}
\end{equation*}
$$

Since one always has $I_{k}(\beta J) \geqslant 0$ and $I_{-k}(z)=I_{k}(z)$, the required extremum occurs for $k_{1}=-k_{2}=k$. Hence we find $c=\min _{k>0} I_{0}^{2}(\beta J) / I_{k}^{2}(\beta J)$. Finally, one may
use the general identity $I_{k+2}(z)=I_{k}(z)-2(k+1) I_{k+1}(z) / z$ (see, e.g., [42]) to infer that $\max _{k>0} I_{k}(\beta J)=\max \left\{I_{1}(\beta J), I_{2}(\beta J)\right\}=I_{1}(\beta J)$. We therefore conclude that

$$
\begin{equation*}
\mathrm{P} \rightarrow \mathrm{SG}: \quad c=I_{0}^{2}(\beta J) / I_{1}^{2}(\beta J) . \tag{41}
\end{equation*}
$$

This equation is obviously independent of the distribution of chiral interactions. At zero temperature we find $c_{\text {crit }}=1$. According to (13), the present type of bifurcation is towards a state where

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\delta\left[\phi-\phi_{i}\right]\right\rangle\left\langle\delta\left[\phi^{\prime}-\phi_{i}\right]\right\rangle}=\frac{1}{(2 \pi)^{2}}\left[1+\epsilon \cos \left(\phi-\phi^{\prime}+\psi\right)+\cdots\right] . \tag{42}
\end{equation*}
$$

We note that this particular type of bifurcation obeys $\lim _{N \rightarrow \infty} N^{-1} \sum_{i} \overline{\left\langle\delta\left[\phi-\phi_{i}\right]\right\rangle}=$ $(2 \pi)^{-1}$, i.e., the absence of measurable overall non-uniform spin statistics. Nevertheless, $\lim _{N \rightarrow \infty} N^{-1} \sum_{i} \overline{\left\langle\sigma_{i}\right\rangle^{2}}>0$, so the bifurcating solution describes a spin-glass state (SG).

### 4.4. Summary of transitions away from paramagnetic state and special limits

We define in accordance with the results (34), (41):

$$
\begin{align*}
& c_{\mathrm{F}}^{-1}=\frac{I_{1}(\beta J)}{I_{0}(\beta J)} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (\omega)  \tag{43}\\
& c_{\mathrm{SG}}^{-1}=I_{1}^{2}(\beta J) / I_{0}^{2}(\beta J) . \tag{44}
\end{align*}
$$

The physical transition ${ }^{10}$ away from the paramagnetic state, as the connectivity is increased from $c=0$ for fixed $\beta J$, is the one with the largest value of $c_{\text {crit }}^{-1}$. The Kosterlitz-Thouless-type transition (35) was given by

$$
c_{\mathrm{KT}}^{-1}=\max _{k>1}\left\{\frac{I_{k}(\beta J)}{I_{0}(\beta J)} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (k \omega)\right\} \leqslant \frac{I_{2}(\beta J)}{I_{0}(\beta J)} .
$$

It follows from the properties of the modified Bessel functions [42] that $\frac{\mathrm{d}}{\mathrm{d} z}\left[I_{2}(z) I_{0}(z)-\right.$ $\left.I_{1}^{2}(z)\right]=\frac{1}{2} I_{0}(z)\left[I_{3}(z)-I_{0}(z)\right]<0$. Hence $I_{2}(z) / I_{0}(z)-I_{1}^{2}(z) / I_{0}^{2}(z) \leqslant 0$ with equality only for $z=0$. This implies that $c_{\mathrm{SG}}^{-1} \geqslant c_{\mathrm{KT}}^{-1}$ so that the bifurcation (35) is indeed unphysical. For small and large temperatures one obtains the limiting behaviour

$$
\begin{array}{ll}
\lim _{T \rightarrow 0} c_{\mathrm{F}}^{-1}=\int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (\omega) \leqslant 1 \quad \lim _{T \rightarrow \infty} c_{\mathrm{F}}^{-1}=0 \\
\lim _{T \rightarrow 0} c_{\mathrm{SG}}^{-1}=1 \quad \lim _{T \rightarrow \infty} c_{\mathrm{SG}}^{-1}=0 \tag{46}
\end{array}
$$

To recover known results in the $c \rightarrow \infty$ limit one must first rescale the bond strength $J$. In the case of an overall balance towards (anti-)ferromagnetism, i.e., for chirality distributions such that $\int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (\omega)=\mathcal{O}\left(c^{0}\right) \neq 0$, we have to rescale according to $J=\tilde{J} / c$. This gives upon taking $c \rightarrow \infty$, and using $I_{n}(z)=(z / 2)^{n} / n!+\mathcal{O}\left(z^{n+1}\right)$,

$$
\begin{equation*}
T_{\mathrm{F}}=\frac{1}{2} \tilde{J} \int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (\omega) \quad(J=\tilde{J} / c, c \rightarrow \infty) \tag{47}
\end{equation*}
$$

Here there is no transition towards an SG state ever. In the absence of such a dominant balance, i.e., for distributions such that $\int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (\omega)=\Lambda / \sqrt{c}$, the appropriate rescaling is $J=\tilde{J} / \sqrt{c}$. Now we find that

$$
\begin{equation*}
T_{\mathrm{F}}=\frac{1}{2} \tilde{J} \Lambda \quad T_{\mathrm{SG}}=\frac{1}{2} \tilde{J} \quad(J=\tilde{J} / \sqrt{c}, c \rightarrow \infty) . \tag{48}
\end{equation*}
$$

${ }^{10} \mathrm{We}$ will for now leave aside the possibility of first-order transitions.


Figure 1. The predicted phase diagram for uniformly distributed chiralities $P(\omega)=(2 \pi)^{-1}$ and planar spins $(d=2)$. It describes a paramagnetic $(\mathrm{P})$ and a spin-glass (SG) phase, separated by a continuous phase transition (the dotted line).

Hence as $c \rightarrow \infty$ and the temperature is reduced from the paramagnetic state, for $\Lambda>1$ we will enter a ferromagnetic state, and for $\Lambda<1$ a spin-glass one. These results are in full agreement with those obtained earlier for fully connected systems; see, e.g., [39].

## 5. Results for specific chirality distributions at $\boldsymbol{d}=2$

Let us now work out our transition lines (43), (44) for specific choices for the (symmetric) chirality distribution $P(\omega)$. It is clear from (44) that our choices will only affect the $\mathrm{P} \rightarrow$ F transition. We note that so far we only have expressions for transitions away from the paramagnetic state; we are not yet able to determine the $\mathrm{F} \rightarrow \mathrm{SG}$ transition (when both F and SG phases exist) analytically, since this would require us to solve our equations below the $\mathrm{P} \rightarrow \mathrm{F}$ and/or $\mathrm{P} \rightarrow \mathrm{SG}$ transition temperatures. However, we may put forward the conjecture (on the basis of our experience with more conventional disordered spin models, e.g., [26, 40]) that, especially upon taking RSB into account (if needed), there will be no change of phase type after the onset of order as the temperature is lowered from $T=\infty$ to $T=0$. This conjecture would predict the elusive $\mathrm{F} \rightarrow \mathrm{SG}$ transition to be the horizontal line segment in the $\left(T, c^{-1}\right.$ ) phase diagram going from $T=0$ to the point where the $\mathrm{P} \rightarrow \mathrm{F}$ and $\mathrm{P} \rightarrow \mathrm{SG}$ lines meet (the Parisi-Toulouse hypothesis [41]).

### 5.1. Predicted phase diagrams

We first turn to uniformly distributed chiralities: $P(\omega)=(2 \pi)^{-1}$. Here we find that $c_{\mathrm{F}}^{-1}=0$ in (43), so for finite $c$ one only ever has the $\mathrm{P} \rightarrow$ SG transition (44). The result of numerical evaluation of the latter bifurcation line is shown in figure 1.

Our second choice for the chirality statistics is the binary distribution $P(\omega)=\frac{1}{2} \delta(\omega-$ $\bar{\omega})+\frac{1}{2} \delta(\omega+\bar{\omega})$, with $\bar{\omega} \in[0, \pi]$. Here we find equations (43), (44) reducing to

$$
\begin{equation*}
c_{\mathrm{F}}^{-1}=\frac{I_{1}(\beta J) \cos (\bar{\omega})}{I_{0}(\beta J)} \quad c_{\mathrm{SG}}^{-1}=\frac{I_{1}^{2}(\beta J)}{I_{0}^{2}(\beta J)} \tag{49}
\end{equation*}
$$

Now both types of transitions are possible, and it will be clear that this can result in richer phase diagrams. The $\mathrm{P} \rightarrow \mathrm{F}$ transitions can only occur if $\bar{\omega} \in[0, \pi / 2]$; here, as $T \rightarrow 0$ we have $0 \leqslant \lim _{T \rightarrow 0} c_{\mathrm{F}}^{-1}=\cos (\bar{\omega}) \leqslant \lim _{T \rightarrow 0} c_{\mathrm{SG}}^{-1}=1$. For $\bar{\omega}=0$ (strictly ferromagnetic forces) one will only see a $\mathrm{P} \rightarrow \mathrm{F}$ transition. As we increase $\bar{\omega}$ away from the ferromagnetic value


Figure 2. Continuous phase transitions away from the paramagnetic (P) state for planar spins $(d=2)$ and binary chiralities $P(\omega)=\frac{1}{2} \delta(\omega-\bar{\omega})+\frac{1}{2} \delta(\omega+\bar{\omega})$. Solid lines: $\mathrm{P} \rightarrow \mathrm{F}$ bifurcations. Dotted lines: $\mathrm{P} \rightarrow$ SG bifurcations. Note that the location of the $\mathrm{F} \rightarrow \mathrm{SG}$ transition (dashed) has not been calculated, but follows from the conjecture that on lowering temperature the nature of the ordered phase will remain that which emerges at the onset.


Figure 3. Continuous phase transitions away from the paramagnetic state for planar spins $(d=2)$ and resonant chiralities $P(\omega)=[1+A \cos (\ell \phi)] / 2 \pi$. Solid lines: $\mathrm{P} \rightarrow \mathrm{F}$ bifurcations. Dotted lines: $\mathrm{P} \rightarrow$ SG bifurcations. The location of the $\mathrm{F} \rightarrow \mathrm{SG}$ transition (dashed) has not been calculated, but follows from the conjecture that on lowering temperature the nature of the ordered phase will remain that which emerges at the onset.
$\bar{\omega}=0$ we see that at the point where $I_{1}(\beta J) / I_{0}(\beta J)=\cos (\bar{\omega})$ the $\mathrm{P} \rightarrow \mathrm{F}$ transition line crosses the $\mathrm{P} \rightarrow \mathrm{SG}$ one, until at $\bar{\omega} \geqslant \frac{1}{2} \pi$ the F phase has been completely eliminated. The result of numerical evaluation of the bifurcation lines (49) is shown in figure 2.

As a third example we inspect resonant chiralities: $P(\omega)=[1+A \cos (\ell \phi)] / 2 \pi$, with $A \in[-1,1]$ and $\ell \in\{1,2, \ldots\}$. Here we find, using $\int_{-\pi}^{\pi} \mathrm{d} \omega P(\omega) \cos (\omega)=\frac{1}{2} A \delta_{\ell 1}$, that for $A \leqslant 0$ and also all $\ell>1$ we only have the $\mathrm{P} \rightarrow \mathrm{SG}$ transition. If $A>0$ and $\ell=1$, on the other hand, we may enter either the F or the SG phase,

$$
\begin{equation*}
\ell=1: \quad c_{\mathrm{F}}^{-1}=\frac{1}{2} A \frac{I_{1}(\beta J)}{I_{0}(\beta J)} \quad c_{\mathrm{SG}}^{-1}=\frac{I_{1}^{2}(\beta J)}{I_{0}^{2}(\beta J)} \tag{50}
\end{equation*}
$$

with a possible triple point for $I_{1}(\beta J) / I_{0}(\beta J)=\frac{1}{2} A$. The result of numerical evaluation of the bifurcation lines is shown in figure 3. Again we observe the competition between ferromagnetic and spin-glass order.

### 5.2. Numerical calculation of order parameters via population dynamics

So far we have only shown results which did not involve solving our order parameter equations away from bifurcation points. We now probe our systems further by calculating observables (approximately) in the F and SG phases, and by comparing these with numerical simulations. Exact execution of this work programme would require us to solve the functional $W[\{P\}]$ from equation (16). In practice, one has to resort to explicit parametrizations $P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}]$ of which the parameters $\boldsymbol{\mu}$ are truncated after a finite number of components, and solve instead the truncated version of (17). Here we choose

$$
\begin{equation*}
P[\phi \mid \boldsymbol{\mu}]=\frac{\exp \left[\sum_{m \geqslant 1}\left(A_{m}^{c} \cos (m \phi)+A_{m}^{s} \sin (m \phi)\right)\right]}{\int \mathrm{d} \phi^{\prime} \exp \left[\sum_{m \geqslant 1}\left(A_{m}^{c} \cos \left(m \phi^{\prime}\right)+A_{m}^{s} \sin \left(m \phi^{\prime}\right)\right)\right]} \tag{51}
\end{equation*}
$$

with $\boldsymbol{\mu}=\left(A_{1}^{c}, A_{1}^{s}, A_{2}^{c}, A_{2}^{s}, \ldots\right)$. Using the orthogonality properties of $\cos (m \phi)$ and $\sin (m \phi)$ we can extract from (17) self-consistent equations for the measure $w(\boldsymbol{\mu})$. For the simplest case $\tilde{V}(\phi)=0$ these equations are found to take the form

$$
\begin{align*}
w(\boldsymbol{\mu})= & \sum_{\ell \geqslant 0} \frac{\mathrm{e}^{-c} c^{\ell}}{\ell!} \int\left[\prod_{k \leqslant \ell} \mathrm{~d} \boldsymbol{\mu}_{k} w\left(\boldsymbol{\mu}_{k}\right) \mathrm{d} \omega_{k} P\left(\omega_{k}\right)\right] \prod_{m \geqslant 1} \delta\left[A_{m}^{c}-\sum_{k \leqslant \ell} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi}{\pi} \cos (m \phi)\right. \\
& \left.\times \log \int_{0}^{2 \pi} \mathrm{~d} \phi^{\prime} \exp \left(\sum_{n>0} A_{n, k}^{c} \cos \left(n \phi^{\prime}\right)+A_{n, k}^{s} \sin \left(n \phi^{\prime}\right)+\beta J \cos \left(\phi-\phi^{\prime}-\omega_{k}\right)\right)\right] \\
& \times \prod_{m \geqslant 1} \delta\left[A_{m}^{s}-\sum_{k \leqslant \ell} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi}{\pi} \sin (m \phi) \log \int_{0}^{2 \pi} \mathrm{~d} \phi^{\prime}\right. \\
& \left.\times \exp \left(\sum_{n>0} A_{n, k}^{c} \cos \left(n \phi^{\prime}\right)+A_{n, k}^{s} \sin \left(n \phi^{\prime}\right)+\beta J \cos \left(\phi-\phi^{\prime}-\omega_{k}\right)\right)\right] \tag{52}
\end{align*}
$$

In order to solve these equations via, for example, the population dynamics ${ }^{11}$ scheme [7], one has to truncate the number of coefficients in the parametrization (51). In this paper, we have limited our analysis to a 2 -coefficient truncation, i.e., $w(\boldsymbol{\mu}) \rightarrow w\left(A_{1}^{c}, A_{1}^{s}\right)$, and we have used populations of size $15 \times 10^{3}$ in the population dynamics algorithm. Increasing the order of the parametrization by small numbers was found to give only a modest improvement in accuracy, and it will turn out that already at the present level we find a good agreement between theory and (simulation) experiments.

The numerical (Monte Carlo) simulations, of which data are shown below, were carried out with systems of size $N=10^{5}$ and using the Fast Linear Algorithm of [45] (based on a sampling scheme that minimizes state rejections). The measurements (values of order parameters) were taken over $10^{5}$ iterations, following an equilibration stage of $10^{6}$ iterations. The only exception is figure $5(b)$, obtained using a simple first-order Euler method (i.e., the iteration of $\mathbf{y}_{n+1}=\mathbf{y}_{n}+h \mathbf{f}\left(\mathbf{y}_{n}, t_{n}\right)$ with $t_{n}=n t$ and small values of $h$, to approximate the solution of $\mathrm{d} \mathbf{y} / \mathrm{d} t=\mathbf{f}(\mathbf{y}, t)$ ); here we used elementary time steps of size $h=1 / 2 \mathrm{~N}$ and system size $N=1000$, after an equilibration stage of $4 \times 10^{3}$ iterations per spin.
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Figure 4. Population dynamics calculation of observables for uniformly distributed chiralities $P(\omega)=(2 \pi)^{-1}$ and planar spins $(d=2): q=\frac{1}{2}\left(q_{c c}+q_{s s}\right)$ (connected open squares) and $m=\sqrt{m_{c}^{2}+m_{s}^{2}}$ (connected open circles) as functions of $c^{-1}$, and for $T / J=0.1,0.3$ (upper versus lower curves). The observables were calculated with a population dynamics equation (52) and a truncated parametrization (see the text for details). Connected full squares and circles: corresponding simulation measurements of $q$ and $m$, for systems with $N=10^{5}$ spins.

In testing our theory against simulation experiments we focus mainly on the following four quantities:

$$
\begin{array}{r}
m_{c}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\cos \left(\phi_{i}\right)\right\rangle}=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu}) \int \mathrm{d} \phi P[\phi \mid \boldsymbol{\mu}] \cos (\phi) \\
m_{s}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\sin \left(\phi_{i}\right)\right\rangle}=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu}) \int \mathrm{d} \phi P[\phi \mid \boldsymbol{\mu}] \sin (\phi) \\
q_{c c}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\cos \left(\phi_{i}\right)\right\rangle^{2}}=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu}) \int \mathrm{d} \phi \mathrm{~d} \phi^{\prime} P[\phi \mid \boldsymbol{\mu}] P\left[\phi^{\prime} \mid \boldsymbol{\mu}\right] \cos (\phi) \cos \left(\phi^{\prime}\right) \\
q_{s s}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i} \overline{\left\langle\sin \left(\phi_{i}\right)\right\rangle^{2}}=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu}) \int \mathrm{d} \phi \mathrm{~d} \phi^{\prime} P[\phi \mid \boldsymbol{\mu}] P\left[\phi^{\prime} \mid \boldsymbol{\mu}\right] \sin (\phi) \sin \left(\phi^{\prime}\right) \tag{56}
\end{array}
$$

These four quantities are then compactified into the following two scalar observables ${ }^{12}$ :

$$
\begin{equation*}
q=\frac{1}{2}\left(q_{c c}+q_{s s}\right), \quad m=\sqrt{m_{c}^{2}+m_{s}^{2}} . \tag{57}
\end{equation*}
$$

These two quantities are sufficient for characterizing any of the three anticipated phases $\{\mathrm{P}, \mathrm{F}$, $\mathrm{SG}\}$. In the absence of ferromagnetism our system is invariant under global rotations, which implies that $m_{c}=m_{s}=0$ and $q_{c c}=q_{s s}=q$. Furthermore, in the paramagnetic state we have $\left\langle\cos \left(\phi_{i}\right)\right\rangle=\left\langle\sin \left(\phi_{i}\right)\right\rangle=0$, so that we may write

$$
\text { P: } \quad q=m=0 \quad \text { F: } \quad q>0, m>0 \quad \text { SG: } \quad q>0, m=0 .
$$

The results of our numerical analyses are shown in figures 4,5 and 6 , and compared with simulation measurements. We find very satisfactory agreement between theory and
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Figure 5. Population dynamics calculation of observables for strictly zero chiralities, namely $P(\omega)=\delta(\omega)$, and planar spins $(d=2)$. Left: the scalar observables $q=\frac{1}{2}\left(q_{c c}+q_{s s}\right)$ (connected open squares) and $m=\sqrt{m_{c}^{2}+m_{s}^{2}}$ (connected open circles) as functions of $c^{-1}$, and for $T / J=0.1,0.3$ (upper versus lower solid curve). Connected full circles and squares: simulation data, for $N=10^{5}$. Right: examples at $T / J=0.1$ of the observed distribution $P(\phi)=N^{-1} \sum_{i} \delta\left[\phi-\phi_{i}\right]$ in simulations (markers), together with the corresponding theoretical predictions (solid lines), for $c=10$ (left curves) and for $c=5$ (right curves). All observables were calculated with a population dynamics equation (52) and a truncated parametrization (see the main text for details).


Figure 6. Population dynamics calculation of observables for binary distributed chiralities $P(\omega)=\frac{1}{2} \delta\left[\omega+\frac{\pi}{4}\right]+\frac{1}{2} \delta\left[\omega-\frac{\pi}{4}\right]$ and planar spins $(d=2): q=\frac{1}{2}\left(q_{c c}+q_{s s}\right)$ (connected open squares) and $m=\sqrt{m_{c}^{2}+m_{s}^{2}}$ (connected open circles) as functions of $c^{-1}$, and for $T / J=0.2$ (upper to lower solid curve). Full markers: simulation data (full squares: $q$; full circles: $m$ ), for $N=10^{5}$. The observables were calculated with a population dynamics equation (52) and a truncated parametrization (see the main text for details).
simulation experiments, in spite of the combined limitations imposed by the truncation of our parametrization in the population dynamics analysis, the inevitable equilibration difficulties of disordered spin systems near their transition points, and the finite system sizes in such simulations.

Figure 4 refers to the chirality distribution $P(\omega)=(2 \pi)^{-1}$, where we should find only the P and SG phases. This is borne out by the data: the order parameter $m$ is indeed consistently
zero, and $q$ bifurcates to a non-zero value at more or less the predicted point. Also the locations of the transitions are as predicted by the corresponding phase diagram, i.e, figure 1 . In figure 5 we give data for $P(\omega)=\delta(\omega)$. Here all interactions are strictly ferromagnetic, leaving only the connectivity disorder, and the only possible phases are predicted to be P and F . We do indeed observe the predicted non-zero magnetization for small values of $c^{-1}$, and again excellent agreement between population dynamics and simulations. In this figure, we also show the observed and predicted shapes ${ }^{13}$ of the spin angle distribution $P(\phi)=N^{-1} \sum_{i} \delta\left[\phi-\phi_{i}\right]$ (these are predicted by the theory to equal $\left.P(\phi)=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu}) P[\phi \mid \boldsymbol{\mu}]\right)$, for two points in the ferromagnetic phase. In the SG phase such measurements tend to be more messy and prone to finite size effects, due to the inherent spread of the angles over the interval $[0,2 \pi]$. As expected, we see that an increase in the connectivity leads to a narrowing of the profile of $P(\phi)$, reflecting a stronger cooperative ordering of spin orientations. Once more the locations of the transitions are in agreement with the phase diagram, i.e., the left panel in figure 2. Finally, figure 6 corresponds to the binary chirality distribution $P(\omega)=\frac{1}{2} \delta\left[\omega+\frac{\pi}{4}\right]+\frac{1}{2} \delta\left[\omega-\frac{\pi}{4}\right]$, and temperature $T / J=0.2$. Here we may test our assumption regarding the location of the $\mathrm{F} \rightarrow$ SG transition line. The prediction of the phase diagram (the middle panel of figure 2) is to have phase F for $c^{-1}<\frac{1}{2}$, phase SG for $\frac{1}{2}<c^{-1}<0.798133$, and phase P for $c^{-1}>0.798133$. The agreement between population dynamics and simulations is once more very satisfactory: the magnetization $m$ and the spin-glass overlap $q$ indeed vanish more or less at the predicted $\mathrm{F} \rightarrow \mathrm{SG}$ and $\mathrm{SG} \rightarrow \mathrm{P}$ transition points.

The good agreement between the truncated population dynamics results and our numerical simulations underlines the correctness of (i) the RS order parameter equations themselves, (ii) the functional moment expansion used to locate the phase transitions $P \rightarrow F$ and $P \rightarrow S G$, and (iii) the assumed validity in the present models of the Parisi-Toulouse hypothesis regarding the location of the $\mathrm{F} \rightarrow \mathrm{SG}$ transition.

## 6. General theory for $\boldsymbol{d}>\boldsymbol{2}$

We next try to generalize the theoretical results obtained for $d=2$ to $d>2$. We will define the short-hand $\left|S_{d}\right|=\int_{S_{d}} \mathrm{~d} \sigma$. As expected, the paramagnetic solution of equation (16) for $\sigma \in S_{d-1}$ and $V(\sigma)=0$, is now seen to be $P(\sigma)=\left|S_{d-1}\right|^{-1}$ (as before, it is a solution for all $T$ ). Our analysis will involve generalizations of the modified Bessel functions, such as $I_{0, d}(z)=\left|S_{d-1}\right|^{-1} \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \mathrm{e}^{z \sigma_{1}}$ (so that $I_{0,2}(z)=I_{0}(z)$ ).

### 6.1. Guzai expansion for $d>2$

To find bifurcations away from the paramagnetic state we put $P(\sigma) \rightarrow\left|S_{d-1}\right|^{-1}+\Delta(\sigma)$, with $W[\{P\}] \rightarrow \tilde{W}[\{\Delta\}]$ and $\tilde{W}[\{\Delta\}]=0$ as soon as $\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \Delta(\sigma) \neq 0$ so that all probability densities are normalized, and we inspect the lowest order functional moments $\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta(\boldsymbol{\sigma})$ and $\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta\left(\boldsymbol{\sigma}^{1}\right) \Delta\left(\boldsymbol{\sigma}^{2}\right)$. Close to a continuous transition we assume there to be a small parameter $\epsilon$ such that $\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta\left(\boldsymbol{\sigma}^{1}\right) \ldots \Delta\left(\boldsymbol{\sigma}^{r}\right)=\mathcal{O}\left(\epsilon^{r}\right)$, as before. We note that
$\prod_{k=1}^{\ell} \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime}\left[\frac{1}{\left|S_{d-1}\right|}+\Delta_{k}\left(\boldsymbol{\sigma}^{\prime}\right)\right] \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}=\left[I_{0, d}(\beta J)\right]^{\ell} \prod_{k=1}^{\ell}\left[1+\frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}{I_{0, d}(\beta J)}\right]$
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$$
\begin{align*}
= & {\left[I_{0, d}(\beta J)\right]^{\ell}\left[1+\sum_{k \leqslant \ell} \frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}{I_{0, d}(\beta J)}\right.} \\
& \left.+\frac{1}{2} \sum_{k \neq k^{\prime}}^{\ell} \frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}{I_{0, d}(\beta J)} \frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k^{\prime}}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k^{\prime}} \boldsymbol{\sigma}^{\prime}}}{I_{0, d}(\beta J)}+\mathcal{O}\left(\epsilon^{3}\right)\right] . \tag{58}
\end{align*}
$$
\]

Integration of this expression over $\sigma \in S_{d-1}$ would eliminate the $\mathcal{O}(\epsilon)$ term, due to the constraint $\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \Delta(\boldsymbol{\sigma})=0$. We may now expand the right-hand side of (16), and find

$$
\begin{align*}
& \tilde{W}[\{\Delta\}]=\sum_{\ell \geqslant 0} \frac{c^{\ell}}{\ell \ell} \mathrm{e}^{-c} \int \prod_{k \leqslant \ell}\left[\left\{\mathrm{~d} \Delta_{k}\right\} \tilde{W}\left[\left\{\Delta_{k}\right\}\right] \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \\
& \times \prod_{\sigma \in S_{d-1}} \delta\left[\Delta(\boldsymbol{\sigma})+\mathcal{O}\left(\epsilon^{3}\right)-\frac{1}{\left|S_{d-1}\right|} \sum_{k \leqslant \ell} \frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U}_{k} \sigma^{\prime}}}{I_{0, d}(\beta J)}\right. \\
&+\frac{1}{2\left|S_{d-1}\right|} \sum_{k \neq k^{\prime}}^{\ell}\left\{\frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \sigma \cdot \mathbf{U}_{k} \sigma^{\prime}}}{I_{0, d}(\beta J)} \frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k^{\prime}}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \sigma \cdot \mathbf{U}_{k^{\prime}} \boldsymbol{\sigma}^{\prime}}}{I_{0, d}(\beta J)}\right. \\
&\left.\left.-\int \frac{d \boldsymbol{\sigma}^{\prime \prime}}{\left|\int_{d-1}\right|} \frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \sigma^{\prime \prime} \cdot \mathbf{U}_{k} \boldsymbol{\sigma}^{\prime}}}{I_{0, d}(\beta J)} \frac{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{\prime} \Delta_{k^{\prime}}\left(\boldsymbol{\sigma}^{\prime}\right) \mathrm{e}^{\beta J \sigma^{\prime \prime} \cdot \mathbf{U}_{k^{\prime}} \boldsymbol{\sigma}^{\prime}}}{I_{0, d}(\beta J)}\right\}\right] . \tag{59}
\end{align*}
$$

From this follow the relevant functional moment identities. We define $\Psi(\sigma)=$ $\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta(\boldsymbol{\sigma})$ and $\Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\int\{\mathrm{d} \Delta\} \tilde{W}[\{\Delta\}] \Delta\left(\boldsymbol{\sigma}^{1}\right) \Delta\left(\boldsymbol{\sigma}^{2}\right)$. In lowest order $\epsilon$ one now finds the condition for a continuous $\mathrm{P} \rightarrow \mathrm{F}$ transition by solving the (constrained) eigenvalue problem

$$
\begin{align*}
& \Psi(\boldsymbol{\sigma})=\frac{c}{I_{0, d}(\beta J)} \int_{S_{d-1}} \frac{\mathrm{~d} \boldsymbol{\sigma}^{\prime}}{\left|S_{d-1}\right|} \Psi\left(\boldsymbol{\sigma}^{\prime}\right) \int \mathrm{d} \mathbf{U} P(\mathbf{U}) \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \mathbf{U} \boldsymbol{\sigma}^{\prime}}  \tag{60}\\
& \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \Psi(\boldsymbol{\sigma})=0 \tag{61}
\end{align*}
$$

If, on the other hand, the first order to bifurcate is $\epsilon^{2}$, we find a $P \rightarrow S G$ transition, marked by non-trivial solutions of the (constrained) eigenvalue problem

$$
\begin{align*}
& \Psi\left(\boldsymbol{\sigma}^{1}, \sigma^{2}\right)=\frac{c}{I_{0, d}^{2}(\beta J)} \int_{S_{d-1}} \frac{\mathrm{~d} \boldsymbol{\tau}^{1} \mathrm{~d} \boldsymbol{\tau}^{2}}{\left|S_{d-1}\right|^{2}} \Psi\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right) \int \mathrm{d} \mathbf{U} P(\mathbf{U}) \exp \left(\beta J\left(\boldsymbol{\sigma}^{1} \cdot \mathbf{U} \tau^{1}+\sigma^{2} \cdot \mathbf{U} \tau^{2}\right)\right)  \tag{62}\\
& \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{1} \Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{2} \Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=0 \tag{63}
\end{align*}
$$

For $d=2$ these expressions (60)-(63) reduce to those calculated earlier for $X Y$ spins, as they should.

### 6.2. Analysis of the bifurcation conditions

First we turn to the $\mathrm{P} \rightarrow \mathrm{F}$ transition (60), (61). It will turn out advantageous to define two commuting linear operators $K$ and $L$ as follows:

$$
\begin{align*}
& (K \Psi)(\boldsymbol{\sigma})=\int_{S_{d-1}} \frac{\mathrm{~d} \boldsymbol{\tau}}{\left|S_{d-1}\right|} \mathrm{e}^{\beta J \boldsymbol{\sigma} \cdot \boldsymbol{\tau}} \Psi(\boldsymbol{\tau})  \tag{64}\\
& (L \Psi)(\boldsymbol{\sigma})=\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \Psi\left(\mathbf{U}^{\dagger} \boldsymbol{\sigma}\right) \tag{65}
\end{align*}
$$

These definitions allow us to write the eigenvalue problem (60), (61) as $K L \Psi=$ $c^{-1} I_{0, d}(\beta J) \Psi$, with constraint $\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \Psi(\boldsymbol{\sigma})=0$. We can rewrite the action of $L$ as $(L \Psi)(\boldsymbol{\sigma})=\int \mathrm{d} \boldsymbol{\sigma}^{\prime} L\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right) \Psi\left(\boldsymbol{\sigma}^{\prime}\right)$ with $L\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)=\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \delta\left[\boldsymbol{\sigma}^{\prime}-\mathbf{U}^{\dagger} \boldsymbol{\sigma}\right]=$ $\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \delta\left[\boldsymbol{\sigma}-\mathbf{U} \boldsymbol{\sigma}^{\prime}\right]$. The kernel $L\left(\sigma, \boldsymbol{\sigma}^{\prime}\right)$ then represents the probability that a point $\sigma^{\prime} \in S_{d-1}$ will be mapped onto $\sigma \in S_{d-1}$ by an orthogonal matrix from the ensemble $P(\mathbf{U})$. Both operators $K$ and $L$ are symmetric, as a consequence of $P(\mathbf{U})=P\left(\mathbf{U}^{\dagger}\right)$. Since $K$ and $L$ commute we may restrict ourselves to finding simultaneous eigenfunctions of $K$ and $L$.

It turns out that a similar strategy can be followed for the $\mathrm{P} \rightarrow \mathrm{SG}$ transition (62), (63). Here we have to define the commuting linear operators $K$ and $L$ as

$$
\begin{align*}
& (K \Psi)\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\int_{S_{d-1}} \frac{\mathrm{~d} \boldsymbol{\tau}^{1} \mathrm{~d} \boldsymbol{\tau}^{2}}{\left|S_{d-1}\right|^{2}} \exp \left(\beta J\left(\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\tau}^{1}+\boldsymbol{\sigma}^{2} \cdot \boldsymbol{\tau}^{2}\right)\right) \Psi\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)  \tag{66}\\
& (L \Psi)\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \Psi\left(\mathbf{U}^{\dagger} \boldsymbol{\sigma}^{1}, \mathbf{U}^{\dagger} \boldsymbol{\sigma}^{2}\right) \tag{67}
\end{align*}
$$

The eigenvalue problem (62), (63) can now be written as $K L \Psi=c^{-1} I_{0, d}^{2}(\beta J) \Psi$, with constraints $\int_{S_{d-1}} \mathrm{~d} \sigma^{1} \Psi\left(\sigma^{1}, \sigma^{2}\right)=\int_{S_{d-1}} \mathrm{~d} \sigma^{2} \Psi\left(\sigma^{1}, \sigma^{2}\right)=0$. Here we can rewrite the action of $L$ as $(L \Psi)\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\int \mathrm{d} \boldsymbol{\tau}^{1} \mathrm{~d} \boldsymbol{\tau}^{2} L\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right) \Psi\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)$ with $L\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)=$ $\int \mathrm{d} \mathbf{U} P(\mathbf{U}) \delta\left[\boldsymbol{\sigma}^{1}-\mathbf{U} \boldsymbol{\tau}^{1}\right] \delta\left[\boldsymbol{\sigma}^{2}-\mathbf{U} \boldsymbol{\tau}^{2}\right]$. The kernel $L\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)$ now represents the probability that a pair of points $\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right) \in S_{d-1} \otimes S_{d-1}$ will be mapped onto the pair $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in S_{d-1} \otimes S_{d-1}$ by an orthogonal matrix from the ensemble $P(\mathbf{U})$. Both $K$ and $L$ are symmetric, as a consequence of $P(\mathbf{U})=P\left(\mathbf{U}^{\dagger}\right)$. Since they commute, we may once more restrict ourselves to finding simultaneous eigenfunctions of $K$ and $L$ individually.

At this stage it would appear appropriate to make a specific choice for the ensemble $P(\mathbf{U})$, for which we seek a controlled interpolation between having ferromagnetic and completely random chiral interactions. We may define this choice in terms of the above probability density $L\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)$ (from which the earlier kernel $L\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)$ follows by integration), for which we now choose the linear combination

$$
\begin{align*}
L\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1},\right. & \left.\boldsymbol{\tau}^{2}\right)=\epsilon \delta\left[\boldsymbol{\sigma}^{1}-\boldsymbol{\tau}^{1}\right] \delta\left[\boldsymbol{\sigma}^{2}-\boldsymbol{\tau}^{2}\right] \\
& +(1-\epsilon) \frac{\delta\left[\left|\boldsymbol{\sigma}^{1}\right|-1\right] \delta\left[\left|\boldsymbol{\sigma}^{2}\right|-1\right] \delta\left[\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2}-\boldsymbol{\tau}^{1} \cdot \boldsymbol{\tau}^{2}\right]}{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{x} \mathrm{~d} \mathbf{y} \delta[|\boldsymbol{x}|-1] \delta[|\mathbf{y}|-1] \delta\left[\boldsymbol{x} \cdot \mathbf{y}-\boldsymbol{\tau}^{1} \cdot \boldsymbol{\tau}^{2}\right]} \tag{68}
\end{align*}
$$

In the non-ferromagnetic part of this measure, i.e., in the term proportional to $(1-\epsilon)$, we assign a uniform probability density to all combined image pairs $\left\{\sigma^{1}, \sigma^{2}\right\}$ of the vectors $\left\{\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right\}$ which preserve the inner products under the action of the random orthogonal matrices $\mathbf{U}$. From definition (68) it then follows automatically upon integration over $\sigma^{2}$ that

$$
\begin{equation*}
L(\boldsymbol{\sigma}, \boldsymbol{\tau})=\epsilon \delta[\boldsymbol{\sigma}-\boldsymbol{\tau}]+(1-\epsilon) \frac{\delta[|\boldsymbol{\sigma}|-1]}{\int_{S_{d-1}} \mathrm{~d} \boldsymbol{x} \delta[|\boldsymbol{x}|-1]} \tag{69}
\end{equation*}
$$

For $\epsilon=1$ we return to a strictly ferromagnetic system; for $\epsilon=0$ we have fully and homogeneously distributed random chiral interactions.

The advantage of our choice (68) is that it allows us to diagonalize both kernels (66), (67) analytically. Working out the eigenvalue problem $\int_{S_{d-1}} \mathrm{~d} \sigma^{\prime} L\left(\sigma, \sigma^{\prime}\right) \Psi\left(\sigma^{\prime}\right)=\lambda \Psi(\sigma)$ shows that there are only two simple eigenspaces:
$\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \Psi(\sigma) \neq 0: \quad \lambda=1 \quad$ and $\quad \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \Psi(\sigma)=0: \quad \lambda=\epsilon$.
The first eigenspace is forbidden by constraint (61), so we may simply replace $L \rightarrow \epsilon \mathbb{1}$ in the eigenvalue problem for the $\mathrm{P} \rightarrow \mathrm{F}$ transition. Working out the $\mathrm{P} \rightarrow \mathrm{SG}$ eigenvalue problem $\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\tau}^{1} \mathrm{~d} \boldsymbol{\tau}^{2} L\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right) \Psi\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)=\lambda \Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)$ leads to the following eigenspaces:
$\int_{S_{d-1}} \mathrm{~d} \sigma^{1} \mathrm{~d} \sigma^{2} \delta\left[\sigma^{1} \cdot \sigma^{2}-u\right] \Psi\left(\boldsymbol{\sigma}^{1}, \sigma^{2}\right)=0, \quad$ for all $\quad u \in[-1,1]: \quad \lambda=\epsilon$
$\Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\psi\left(\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2}\right), \quad$ for all $\quad \sigma^{1}, \sigma^{2} \in S_{d-1}: \quad \lambda=1$.
It is clear that the $\lambda=1$ eigenspace is perfectly compatible with the constraints (63), which would, for example, be satisfied by any anti-symmetric function $\psi(u)$ in (72). Having solved the eigenvalue problem for the operators $L$ for the choice of ensemble (68), we may concentrate on the following reduced eigenvalue problems from which to extract the phase transitions away from the paramagnetic state:

$$
\begin{align*}
\mathrm{P} \rightarrow \mathrm{~F}: & \int_{S_{d-1}} \frac{\mathrm{~d} \boldsymbol{\tau}}{\left|S_{d-1}\right|} \mathrm{e}^{\beta J \sigma \cdot \tau} \Psi(\boldsymbol{\tau})=\frac{I_{0, d}(\beta J)}{\epsilon c} \Psi(\boldsymbol{\sigma}) \\
& \text { constraint : } \quad \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \Psi(\boldsymbol{\sigma})=0  \tag{73}\\
\mathrm{P} \rightarrow \mathrm{SG}_{a}: & \int_{S_{d-1}} \frac{\mathrm{~d} \boldsymbol{\tau}^{1} \mathrm{~d} \boldsymbol{\tau}^{2}}{\left|S_{d-1}\right|^{2}} \exp \left(\beta J\left(\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\tau}^{1}+\boldsymbol{\sigma}^{2} \cdot \boldsymbol{\tau}^{2}\right)\right) \Psi\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)=\frac{I_{0, d}^{2}(\beta J)}{\epsilon c} \Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \\
& \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{1} \mathrm{~d} \boldsymbol{\sigma}^{2} \delta\left[\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2}-u\right] \Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=0, \quad \text { for all } u \in[-1,1] \\
& \text { constraints : } \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{1} \Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma}^{2} \Psi\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=0  \tag{74}\\
\mathrm{P} \rightarrow \mathrm{SG}_{b}: \quad & \int_{S_{d-1}} \frac{\mathrm{~d} \boldsymbol{\tau}^{1} \mathrm{~d} \boldsymbol{\tau}^{2}}{\left|S_{d-1}\right|^{2}} \exp \left(\beta J\left(\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\tau}^{1}+\boldsymbol{\sigma}^{2} \cdot \boldsymbol{\tau}^{2}\right)\right) \psi\left(\boldsymbol{\tau}^{1} \cdot \boldsymbol{\tau}^{2}\right)=\frac{I_{0, d}^{2}(\beta J)}{c} \psi\left(\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2}\right) \\
& \text { constraint: } \int_{S_{d-1}} \mathrm{~d} \boldsymbol{\sigma} \psi\left(\sigma_{1}\right)=0 . \tag{75}
\end{align*}
$$

Although they cannot formally be ruled out, we will henceforth disregard the $\mathrm{P} \rightarrow \mathrm{SG}_{a}$ transitions, since they are less likely to correspond to the largest eigenvalue in view of the extra factor $\epsilon$ involved, and because in addition the associated constraints (infinite in number) would appear to severely limit the space of allowed functions ${ }^{14}$.

[^6]
### 6.3. Explicit results for $d=3$

We finally work out our previous general equations for the value $d=3$, where we may turn to polar coordinates and write our integration variables as $\sigma=(\sin (\theta) \cos (\phi)$, $\sin (\theta) \sin (\phi), \cos (\theta))$ with $\phi \in[-\pi, \pi]$ and $\theta \in[0, \pi]$. We note that $I_{0,3}(x)=\sinh (x) / x$. Insertion of the polar coordinate representation in our general eigenvalue equations shows that for $d=3$ the second-order $\mathrm{P} \rightarrow \mathrm{F}$ transition is to be solved from

$$
\begin{gathered}
\int_{0}^{\pi} \frac{\mathrm{d} \theta^{\prime} \sin \left(\theta^{\prime}\right)}{2} \int_{-\pi}^{\pi} \frac{\mathrm{d} \phi^{\prime}}{2 \pi} \exp \left(\beta J\left[\sin (\theta) \sin \left(\theta^{\prime}\right) \cos \left(\phi^{\prime}\right)+\cos (\theta) \cos \left(\theta^{\prime}\right)\right]\right) \Psi\left(\theta^{\prime}, \phi+\phi^{\prime}\right) \\
=\frac{\sinh (\beta J)}{\epsilon \beta J c} \Psi(\theta, \phi)
\end{gathered}
$$

We observe that the solutions of this equation are of the form $\Psi(\theta, \phi)=\rho(\cos (\theta)) \mathrm{e}^{\mathrm{i} k \phi}$ with $k \in \mathbb{N}$ (similar to, for example, the spherical harmonics $Y_{\ell, m}(\theta, \phi)$, but with, as we will find below, a different dependence on $\theta$ ), and with the function $\rho$ to be solved from

$$
\begin{align*}
& \int_{-1}^{1} \frac{\mathrm{~d} y}{2} I_{k}\left(\beta J \sqrt{1-x^{2}} \sqrt{1-y^{2}}\right) \mathrm{e}^{\beta J x y} \rho(y)=\frac{\sinh (\beta J)}{\epsilon \beta J c} \rho(x)  \tag{76}\\
& \text { constraint : either } k \neq 0 \quad \text { or } \quad \int_{-1}^{1} \mathrm{~d} x \rho(x)=0 . \tag{77}
\end{align*}
$$

The kernel in (77) of which we seek the eigenfunctions is invariant under parity transformation, so we may restrict ourselves to eigenfunctions $\rho(x)$ which are either symmetric, $\rho_{+}(x)$, or anti-symmetric, $\rho_{-}(x)$. Upon implementing these restrictions we find
$\rho_{+}(x): \quad \int_{0}^{1} \mathrm{~d} y I_{k}\left(\beta J \sqrt{1-x^{2}} \sqrt{1-y^{2}}\right) \cosh (\beta J x y) \rho(y)=\frac{\sinh (\beta J)}{\epsilon \beta J c} \rho(x)$
$\rho_{-}(x): \quad \int_{0}^{1} \mathrm{~d} y I_{k}\left(\beta J \sqrt{1-x^{2}} \sqrt{1-y^{2}}\right) \sinh (\beta J x y) \rho(y)=\frac{\sinh (\beta J)}{\epsilon \beta J c} \rho(x)$.
It should be expected that, as for $d=2$, the physical (i.e., largest) eigenvalue is the one with the lowest allowed value of $k$, which here is $k=0$. Furthermore, we note that for $\rho_{-}(x)$ the constraint in (73) is automatically satisfied. We have not been able yet to solve the above eigenvalue problem analytically, and have instead simply resorted to numerical evaluation of the largest eigenvalue in (34). This shows that the largest eigenvalue is indeed found for $k=0$ and $\rho_{-}(x)$.

Our analysis of the $\mathrm{P} \rightarrow \mathrm{SG}_{b}$ transition can be simplified if we use the fact that (75) is written strictly in terms of inner products of the various unit-length vectors. This allows us to choose a convenient basis, for example, one where $\sigma^{2}=(0,0,1)$. Upon again using polar coordinates to do the integrations over the sphere $S_{2}$, we find that for $d=3$ the second-order $\mathrm{P} \rightarrow$ SG transition is to be solved from

$$
\begin{aligned}
\int_{0}^{\pi} \frac{\mathrm{d} \theta \sin (\theta)}{2} & \int_{-\pi}^{\pi} \frac{\mathrm{d} \phi}{2 \pi} \int_{0}^{\pi} \frac{\mathrm{d} \theta^{\prime} \sin \left(\theta^{\prime}\right)}{2} \int_{-\pi}^{\pi} \frac{\mathrm{d} \phi^{\prime}}{2 \pi} \exp \left(\beta J \left[\cos (\theta)+x \cos \left(\theta^{\prime}\right)\right.\right. \\
& \left.\left.+\sin \left(\theta^{\prime}\right) \cos \left(\phi^{\prime}\right) \sqrt{1-x^{2}}\right]\right) \psi\left(\sin (\theta) \sin \left(\theta^{\prime}\right) \cos (\phi)+\cos (\theta) \cos \left(\theta^{\prime}\right)\right) \\
= & \frac{\sinh ^{2}(\beta J)}{c(\beta J)^{2}} \psi(x)
\end{aligned}
$$



Figure 7. Phase diagrams in $d=3$, for the orthogonal random matrix ensemble characterized by equation (68), and for different values of $\epsilon . \epsilon=1$ corresponds to purely ferromagnetic interactions, whereas for $\epsilon=0$ they are fully random. As in the case $d=2$, except for the location of the triple point, the $\mathrm{SG} \rightarrow \mathrm{F}$ transitions cannot be obtained from our present functional moment expansions, but have been inferred from the assumption that there is no change of phase character after the onset of order, when the temperature is decreased further for fixed connectivity $c$.

Via suitable transformations of variables, namely, $t=\cos (\theta)$ and $s=\cos \left(\theta^{\prime}\right)$, and insertion of $\int \mathrm{d} y \delta\left[y-\sin (\theta) \sin \left(\theta^{\prime}\right) \cos (\phi)-\cos (\theta) \cos \left(\theta^{\prime}\right)\right]$ this expression can be simplified to

$$
\begin{align*}
\int_{-1}^{1} \frac{\mathrm{~d} y \mathrm{~d} s \mathrm{~d} t}{4 \pi} & I_{0}\left(\beta J \sqrt{1-s^{2}} \sqrt{1-x^{2}}\right) \mathrm{e}^{\beta J[s x+t]} \frac{\theta\left[\left(1-s^{2}\right)\left(1-t^{2}\right)-(y-s t)^{2}\right]}{\sqrt{\left(1-s^{2}\right)\left(1-t^{2}\right)-(y-s t)^{2}}} \psi(y) \\
& =\frac{\sinh ^{2}(\beta J)}{c(\beta J)^{2}} \psi(x) . \tag{80}
\end{align*}
$$

This latter equation is to be solved subject to the constraint $\int_{-1}^{1} \mathrm{~d} y \psi(y)=0$. The integration kernel in (80) is again symmetric, yielding as before either strictly symmetric or strictly antisymmetric eigenfunctions. Again the anti-symmetric eigenfunctions offer the advantage of automatically satisfying the appropriate constraint.

We are now in a position to construct phase diagrams for $d=3$ and the orthogonal random matrix ensemble characterized by (68), by solving the remaining two eigenvalue problems (79), (80) with their associated constraints numerically. We have done this for three different values of $\epsilon$, leading to the phase diagrams in figure 7 , which can be compared to the $d=2$ results of figure 2. As might be expected on physical grounds, the extra degrees of freedom available to each spin in $d=3$ (which increase the potential for the system to minimize its free energy entropically, as opposed to energetically) lead to a lower transition temperature to an ordered state, be it spin-glass or ferromagnetic.

### 6.4. Numerical calculation of order parameters via population dynamics

Let us now turn to the numerical evaluation of the order parameters in our system. In a spirit similar to that of the case $d=2$, i.e., section 5.2 , we will extract the relevant population dynamics equations from (17) upon making a suitable choice for the parametrization of $P[\boldsymbol{\sigma} \mid \boldsymbol{\mu}]$. Here we will again use the family of Fourier modes

$$
\begin{align*}
P(\phi, \theta \mid \boldsymbol{\mu})= & \frac{1}{D(\boldsymbol{\mu})} \exp \left(\sum_{m \geqslant 1}\left[A_{m}^{c} \cos (m \phi)+A_{m}^{s} \sin (m \phi)+B_{m}^{c} \cos (m \theta)+B_{m}^{s} \sin (m \theta)\right]\right) \\
& \times \exp \left(\sum _ { m , m ^ { \prime } \geqslant 1 } \left[H_{m m^{\prime}}^{c c} \cos (m \phi) \cos \left(m^{\prime} \theta\right)+H_{m m^{\prime}}^{c s} \cos (m \phi) \sin \left(m^{\prime} \theta\right)\right.\right. \\
& \left.\left.+H_{m m^{\prime}}^{s c} \sin (m \phi) \cos \left(m^{\prime} \theta\right)+H_{m m^{\prime}}^{s s} \sin (m \phi) \sin \left(m^{\prime} \theta\right)\right]\right) \tag{81}
\end{align*}
$$

where $D(\boldsymbol{\mu})$ is the relevant normalization constant and $\boldsymbol{\mu}$ denotes collectively all coefficients $\left\{A^{\star}, B^{\star}, H^{\star \star}\right\}$ with $\star \in\{c, s\}$. From this point, one can proceed further by working out expression (17) and converting it into one for the coefficients $\left\{A^{\star}, B^{\star}, H^{\star \star}\right\}$. We have implemented this strategy on the basis of a truncation after eight coefficients, i.e., we have taken $A_{m}^{\star}=A^{\star} \delta_{m, 1}, B_{m}^{\star}=B^{\star} \delta_{m, 1}$ and $H_{m m^{\prime}}^{\star}=H^{\star \star} \delta_{m, 1} \delta_{m^{\prime}, 1}$ so that $\boldsymbol{\mu}=\left(A^{c}, A^{s}, B^{c}, B^{s}\right.$, $H^{c c}, H^{c s}, H^{s c}, H^{s s}$ ) (details of the resulting expressions can be found in the appendix). The self-consistent equation for $w(\boldsymbol{\mu})$ that follows can then be solved using a population dynamics prescription.

Finally, given the stationary distribution of coefficients $w(\boldsymbol{\mu})$ in the population dynamics method and expression (81) one can then evaluate the order parameters of the system, e.g., the magnetization and the spin-glass order parameter

$$
\begin{equation*}
m=\sqrt{m_{x}^{2}+m_{y}^{2}+m_{z}^{2}} \quad q=\frac{1}{3}\left(q_{x}+q_{y}+q_{z}\right) \tag{82}
\end{equation*}
$$

where now

$$
\begin{array}{ll}
m_{x}=\left\langle\langle\cos (\phi) \sin (\theta)\rangle_{\phi, \theta \mid \mu}\right\rangle_{\mu} \quad & q_{x}=\left\langle\langle\cos (\phi) \sin (\theta)\rangle_{\phi, \theta \mid \mu}^{2}\right\rangle_{\mu} \\
m_{y}=\left\langle\langle\sin (\phi) \sin (\theta)\rangle_{\phi, \theta \mid \mu}\right\rangle_{\mu} \quad q_{y}=\left\langle\langle\sin (\phi) \sin (\theta)\rangle_{\phi, \theta \mid \mu}^{2}\right\rangle_{\mu} \\
m_{z}=\left\langle\langle\cos (\theta)\rangle_{\phi, \theta \mid \mu}\right\rangle_{\mu} \quad q_{z}=\left\langle\langle\cos (\theta)\rangle_{\phi, \theta \mid \mu}^{2}\right\rangle_{\mu} \tag{85}
\end{array}
$$

and with the averages

$$
\begin{align*}
& \langle(\cdots)\rangle_{\phi, \theta \mid \boldsymbol{\mu}}=\int_{-\pi}^{\pi} \mathrm{d} \phi \int_{0}^{\pi} \mathrm{d} \theta|\sin (\theta)| P(\phi, \theta \mid \boldsymbol{\mu})(\cdots)  \tag{86}\\
& \langle(\cdots)\rangle_{\mu}=\int \mathrm{d} \boldsymbol{\mu} w(\boldsymbol{\mu})(\cdots) \tag{87}
\end{align*}
$$

In figure 8 we show the results of evaluating our observables numerically via the above strategy. We compare our bifurcation analysis (leading to predictions for the locations of phase transitions) with the outcome of population dynamics analysis and with data measured in simulation experiments. In practice, our population dynamics shows good convergence already for relatively modest population sizes of 2000 fields.

The Monte Carlo simulations were done in the present case $d=3$ using the heat-bath algorithm of [44, 45], and with system sizes of $10^{5}$ spins. To generate an ensemble of uniformly distributed random orthogonal matrices it is convenient to represent the rotation matrices using Euler angles $(\alpha, \beta, \gamma)$ (in standard notation), i.e., $\mathbf{U}=R_{z}(\alpha) R_{y}(\beta) R_{z}(\gamma)$ for any $\mathbf{U} \in S O(3)$. Then, uniform integration over the Lie group $S O(3)$ is given by the Haar measure $\mathrm{d} g_{H}(\alpha, \beta, \gamma)$ which, in Euler representation, takes the form $\mathrm{d} g_{H}(\alpha, \beta, \gamma)=\left(8 \pi^{2}\right)^{-1} \mathrm{~d} \alpha \mathrm{~d} \beta \mathrm{~d} \gamma \sin (\beta)$, with $\alpha, \gamma \in[0,2 \pi]$ and $\beta \in[0, \pi]$. The relevant matrix distribution $P(\mathbf{U})$ can then be written as


Figure 8. Comparison between theoretical predictions, population dynamics (open symbols) and Monte Carlo simulations (solid symbols) for $d=3$. Left picture: we show the magnetization $m$ (circles) and the spin-glass order parameter $q$ (squares) defined in (82), for $\epsilon=1$ and for connectivity values $c=3,4,5,6$ (from left to right). The agreement indicates that our truncation in the parametrization of (81) does not have a significant impact on the numerical accuracy. Right picture: the order parameters $m$ (circles) and $q$ (squares) for $\epsilon=1 / 2$, along the line $T / J=0.25$. The magnetization is seen to become zero around $c^{-1}=0.25$, thus verifying our assumption for the location of the SG-F line. All simulations were done for $N=10^{5}$ spins.
$P(\mathbf{U})=\epsilon \delta[\mathbf{U}-\mathbb{1}]+\frac{1-\epsilon}{8 \pi^{2}} \int_{0}^{2 \pi} \mathrm{~d} \alpha \int_{0}^{\pi} \mathrm{d} \beta \int_{0}^{2 \pi} \mathrm{~d} \gamma \sin (\beta) \delta\left[\mathbf{U}-R_{z}(\alpha) R_{y}(\beta) R_{z}(\gamma)\right]$
with

$$
\begin{array}{ll}
R_{z}(\alpha)=\left(\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right) \\
R_{z}(\gamma)=\left(\begin{array}{ccc}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right) . & R_{y}(\beta)=\left(\begin{array}{ccc}
\cos \beta & 0 & -\sin \beta \\
0 & 1 & 0 \\
\sin \beta & 0 & \cos \beta
\end{array}\right)
\end{array}
$$

In the left picture of figure 8 we show the magnetization and spin-glass order parameters (82) for the case where $\epsilon=1$, i.e., where our rotation matrices reduce to the unit matrix $\mathbf{U}=\mathbb{1}$ and the only source of disorder in the system is the random nature of the connectivity variables $\left\{c_{i j}\right\}$. Here both the population dynamics and the simulation experiments reproduce the $\mathrm{P} \rightarrow \mathrm{F}$ transition at the predicted connectivity value. The excellent agreement obtained indicates that, in retrospect, our truncation of the parametrization (81) has been made with only a minor cost in accuracy. In the more involved scenarios where $\epsilon<1$, a spin-glass phase with $m=0$ and $q>0$ will become possible. An example is shown in the right picture of figure 8 , where we chose the values $\epsilon=1 / 2$ and $T / J=0.25$. For these parameter values our theory predicts a P-SG transition, but also, based on physical grounds (i.e., the absence of re-entrance phenomena) we have assumed that the elusive F-SG transition is located at the line segment parallel to the $T$-axis, connecting the triple point where all phases meet to the point $T / J=0$. In figure 8 we see that also this latter assumption is verified numerically (by the population dynamics results), and that the simulation data are, in turn, again in good agreement with those of the population dynamics.

## 7. Discussion

In this paper, we have applied the equilibrium replica method as developed for finitely connected scalar spin systems to models of finitely connected unit-length vectorial spins of dimension $d$, with pair-interactions which are given by random orthogonal $d \times d$ matrices. Since our spins are continuous and the connectivity $c$ is finite, rather than an effective field distribution (as would have been the case for finitely connected discrete scalar spins), here the replica-symmetric order parameter is a functional. This generates a number of technical complications. Firstly, rather than finding continuous transitions away from the paramagnetic state by expansion of the replica-symmetric (RS) order parameter in powers of (scalar) moments of a field distribution, here we have to generalize this procedure to an expansion in functional moments. Secondly, one should expect serious numerical difficulties when attempting to solve numerically the RS order parameter functional from the appropriate self-consistent nonlinear population dynamics equation. Here, however, these difficulties are kept under control due to the constrained nature of the microscopic degrees of freedom. Since the present continuous spins live on the sphere $S_{d-1}$, their value domain is bounded, and it is therefore possible to construct efficient and relatively accurate low-dimensional parametrizations of the order parameter functional (in contrast to the case of unbounded value domains, as, for example, with ordinary soft spins).

We have developed our theory initially for arbitrary values of the dimension $d$ of the spins, and arbitrary choices of the ensemble of random orthogonal matrices. However, we ultimately calculate phase diagrams and the values of moments of the order parameter explicitly for $d=2$ (where our models reduce to finitely connected $X Y$ spins with random chiral interactions) and for $d=3$ (where they reduce to finitely connected classical Heisenberg spins with random chiral interactions). For $d=2,3$ we find three types of phases: a paramagnetic $(\mathrm{P})$, a ferromagnetic $(\mathrm{F})$, and a spin-glass phase ( SG ). The calculation of all continuous $\mathrm{P} \rightarrow \mathrm{F}$ and $\mathrm{P} \rightarrow \mathrm{SG}$ transition lines can in all cases be reduced to the (numerical) solution of relatively simple functional eigenvalue problems; the $\mathrm{F} \rightarrow \mathrm{SG}$ transition is constructed from the location of the triple point, in combination with the conjecture (based on previous experience with similar systems, and in line with the Parisi-Toulouse hypothesis [41] for the RSB solution) that the phase entered at the onset of order (upon leaving the paramagnetic state) will continue to hold upon lowering the temperature further for fixed connectivity $c$. The calculation of observables in the F and SG phases was carried out using population dynamics techniques, applied to (truncated) parametrizations of the order parameter functional, and the results were tested against numerical simulations to reveal excellent agreement.

It should be emphasized that for bond-disordered spin systems such as those studied here one should not expect a replica-symmetric theory to be correct at low temperatures. The fact that in comparing the predictions of our RS calculations with numerical simulations this has not yet been apparent suggests that RSB effects at the level of order parameters such as $\left\{m_{c}, m_{s}, q_{c c}, q_{s s}\right\}$ are confined to temperatures $T / J<0.1$. In addition, one would have expected to see RSB effects in the location of the $\mathrm{F} \rightarrow$ SG transition line; however, even within the RS ansatz the latter cannot yet be calculated with the mathematical tools presently available (which is why we turned to the RSB-based Parisi-Toulouse hypothesis).

We believe the main deliverables of this study to be the successful extension and application of finite connectivity replica techniques to more demanding scenarios, where the microscopic equilibrated degrees of freedom are neither discrete nor of a scalar nature, and where also their interactions are of a mathematically more complicated form than just weighted (inner) products. These techniques, which could easily be adapted to non-Poissonnian random
connectivity graphs, are not only useful tools in the study of physical systems, but may also be helpful to analytically determine, for example, the influence of topology on global processes in non-physical systems with scale-free connectivity, such as the synchronization of randomly and finitely connected planar oscillators [43].
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## Appendix. Details of population dynamics for $\boldsymbol{d}=3$

To arrive at a numerically tractable form of the population dynamics relations, one is required to truncate (81) to a relatively small number of coefficients. Here we took

$$
\begin{align*}
P(\phi, \theta \mid \boldsymbol{\mu})= & \frac{1}{D(\boldsymbol{\mu})} \exp \left[A^{c} \cos (\phi)+A^{s} \sin (\phi)+B^{c} \cos (\theta)+B^{s} \sin (\theta)\right] \\
& \times \exp \left[H^{c c} \cos (\phi) \cos (\theta)+H^{c s} \cos (\phi) \sin (\theta)\right. \\
& \left.+H^{s c} \sin (\phi) \cos (\theta)+H^{s s} \sin (\phi) \sin (\theta)\right] \tag{A.1}
\end{align*}
$$

with $D(\mu)$ the appropriate normalization constant. The update relations for the above coefficients follow from the orthogonality relations of the trigonometric functions,

$$
\begin{align*}
w(\boldsymbol{\mu})= & \sum_{\ell \geqslant 0} \frac{\mathrm{e}^{-c} c^{\ell}}{\ell!} \int\left[\prod_{k \leqslant \ell} \mathrm{~d} \boldsymbol{\mu}_{k} w\left(\boldsymbol{\mu}_{k}\right) \mathrm{d} \mathbf{U}_{k} P\left(\mathbf{U}_{k}\right)\right] \\
& \times \delta\left[A^{c}-\sum_{k \leqslant \ell} \frac{\pi K_{c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)-4 M_{c s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)}{\pi\left(\pi^{2}-8\right)}\right] \\
& \times \delta\left[A^{s}-\sum_{k \leqslant \ell} \frac{\pi K_{s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)-4 M_{s s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)}{\pi\left(\pi^{2}-8\right)}\right] \\
& \times \delta\left[B^{c}-\sum_{k \leqslant \ell} \frac{1}{\pi^{2}} V_{c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)\right] \delta\left[B^{s}-\sum_{k \leqslant \ell} \frac{\pi V_{s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)-2 M\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)}{\pi\left(\pi^{2}-8\right)}\right] \\
& \times \delta\left[H^{c c}-\sum_{k \leqslant \ell} \frac{2}{\pi^{2}} M_{c c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)\right] \delta\left[H^{c s}-\sum_{k \leqslant \ell} 2 \frac{\pi M_{c s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)-2 K_{c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)}{\pi\left(\pi^{2}-8\right)}\right] \\
& \times \delta\left[H^{s c}-\sum_{k \leqslant \ell} \frac{2}{\pi^{2}} M_{s c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)\right] \delta\left[H^{s s}-\sum_{k \leqslant \ell} 2 \frac{\pi M_{s s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)-2 K_{s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)}{\pi\left(\pi^{2}-8\right)}\right] \tag{A.2}
\end{align*}
$$

with the abbreviations

$$
K_{c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \cos (\phi) \int_{0}^{\pi} \mathrm{d} \theta R\left(\phi, \theta ; \boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)
$$

$$
\begin{align*}
& K_{s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \sin (\phi) \int_{0}^{\pi} \mathrm{d} \theta R\left(\phi, \theta ; \boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right) \\
& V_{c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \int_{0}^{\pi} \mathrm{d} \theta \cos (\theta) R\left(\phi, \theta ; \boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right) \\
& V_{s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \int_{0}^{\pi} \mathrm{d} \theta \sin (\theta) R\left(\phi, \theta ; \boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right) \\
& M_{c c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \cos (\phi) \int_{0}^{\pi} \mathrm{d} \theta \cos (\theta) R\left(\phi, \theta ; \boldsymbol{\mu}_{k}\right) \\
& M_{c s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \cos (\phi) \int_{0}^{\pi} \mathrm{d} \theta \sin (\theta) R\left(\phi, \theta ; \boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right) \\
& M_{s c}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \sin (\phi) \int_{0}^{\pi} \mathrm{d} \theta \cos (\theta) R\left(\phi, \theta ; \boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right) \\
& M_{s s}\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \sin (\phi) \int_{0}^{\pi} \mathrm{d} \theta \sin (\theta) R\left(\phi, \theta ; \boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right) \\
& M\left(\boldsymbol{\mu}_{k}, \mathbf{U}_{k}\right)=\int_{-\pi}^{\pi} \mathrm{d} \phi \int_{0}^{\pi} \mathrm{d} \theta R\left(\phi, \theta ; \boldsymbol{\mu}_{\ell}, \mathbf{U}_{k}\right) \\
& R(\phi, \theta ; \boldsymbol{\mu}, \mathbf{U})= \log (2 \pi)+\log \left[\int_{0}^{\pi} \mathrm{d} \theta^{\prime}\left|\sin \left(\theta^{\prime}\right)\right| \exp \left(B^{c} \cos \left(\theta^{\prime}\right)+B^{s} \sin \left(\theta^{\prime}\right)\right)\right. \\
& \times \exp \left(\beta J \left(U_{13} \cos \left(\theta^{\prime}\right) \sin (\theta) \cos (\phi)+U_{23} \cos \left(\theta^{\prime}\right) \sin (\theta) \sin (\phi)\right.\right. \\
&\left.\left.\left.+U_{33} \cos \left(\theta^{\prime}\right) \cos (\theta)\right)\right) I_{0}\left(\sqrt{L_{a}^{2}\left(\phi, \theta, \theta^{\prime}, \boldsymbol{\mu}, \mathbf{U}\right)+L_{b}^{2}\left(\phi, \theta, \theta^{\prime}, \boldsymbol{\mu}, \mathbf{U}\right)}\right)\right] . \tag{A.3}
\end{align*}
$$

Here $I_{0}(x)$ is the zeroth-order modified Bessel function and

$$
\begin{aligned}
& L_{a}\left(\phi, \theta, \theta^{\prime}, \boldsymbol{\mu}, \mathbf{U}\right)=A^{c}+H^{c c} \cos \left(\theta^{\prime}\right)+H^{c s} \sin \left(\theta^{\prime}\right) \\
& \quad+\beta J\left[U_{11} \sin (\theta) \cos (\phi) \sin \left(\theta^{\prime}\right)+U_{21} \sin (\theta) \sin (\phi) \sin \left(\theta^{\prime}\right)+U_{31} \cos (\theta) \sin \left(\theta^{\prime}\right)\right] \\
& \begin{aligned}
& L_{b}\left(\phi, \theta, \theta^{\prime}, \boldsymbol{\mu}, \mathbf{U}\right)=A^{s}+H^{s c} \cos \left(\theta^{\prime}\right)+H^{s s} \sin \left(\theta^{\prime}\right) \\
&+\beta J\left[U_{12} \sin (\theta) \cos (\phi) \sin \left(\theta^{\prime}\right)+U_{22} \sin (\theta) \sin (\phi) \sin \left(\theta^{\prime}\right)+U_{32} \cos (\theta) \sin \left(\theta^{\prime}\right)\right] .
\end{aligned}
\end{aligned}
$$
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[^0]:    7 This ansatz reflects the complicating fact that, in the case of continuous spins, the RS order parameter function depends on the replicated spin variables not only via the sum $\sum_{\alpha} \sigma_{\alpha}$ (as would have been the case for Ising spins), but rather on all possible sums of the form $\sum_{\alpha} \sigma_{\alpha}^{K}$, for any $K \geqslant 1$.

[^1]:    ${ }^{8}$ Each method has its own advantages and disadvantages: the replica formalism is somewhat more easily generalized to include states with complex ergodicity breaking (RSB), whereas the cavity concept (where one does not average over random graphs) allows one to interpret equations such as (16) as a self-consistency equation for the spin probability density at a site where a bond has been removed, which (in turn) allows for immediate generalization of the theory to random graphs with arbitrary degree distributions.

[^2]:    ${ }^{9}$ Here we take the freedom to consider the orthogonal group $O(3)$ instead of $S O(3)$, otherwise the matrix $-\mathbb{1}$ would not be in our ensemble (defined as the orthogonal matrices with determinant 1 ).

[^3]:    ${ }^{11}$ In this scheme, one exploits the mathematical consistency of interpreting equations such as (52) as the stationary state equations of a Markovian process for an evolving population of fields, with $w(\boldsymbol{\mu})$ representing the density of population members with a field of value $\boldsymbol{\mu}$. Equation (52) can thus be solved numerically, to a high accuracy, by simulation of this Markovian process.

[^4]:    ${ }^{12}$ Many equivalent choices would have been possible. The present definitions have the advantage that they will generally give $\lim _{T \rightarrow 0} q=\frac{1}{2}$ and either $\lim _{T \rightarrow 0} m=0$ (in the SG state) or $\lim _{T \rightarrow 0} m=1$ (in the F state), so that we can always show both quantities together in one plot without loss of clarity.

[^5]:    ${ }^{13}$ Since the system is invariant under simultaneous rotations of all spins, the location of the maximum of the distribution $P(\phi)$ is completely free (only the shape carries information). To enable meaningful comparison, one therefore first has to position the theoretical curve such that its maximum coincides with that of the simulation data.

[^6]:    ${ }^{14}$ There are further reasons to reduce the likelihood of the $\mathrm{P} \rightarrow \mathrm{SG}_{a}$ transition being physical. For instance, for $d=2$ the eigenfunctions can only depend on the inner product between the two vectors involved, hence here one simply cannot satisfy the constraints of the $\mathrm{P} \rightarrow \mathrm{SG}_{a}$ bifurcation.

