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Abstract

The rapid growth of 3G/4G enabled devices such as smartphones and tablets in large numbers has created increased demand for
mobile data services. Wi⁃Fi offloading helps satisfy the requirements of data⁃rich applications and terminals with improved multi⁃
media. Wi⁃Fi is an essential approach to alleviating mobile data traffic load on a cellular network because it provides extra capaci⁃
ty and improves overall performance. In this paper, we propose an integrated LTE/Wi⁃Fi architecture with software⁃defined net⁃
working (SDN) abstraction in mobile backhaul and enhanced components that facilitate the move towards next⁃generation 5G mo⁃
bile networks. Our proposed architecture enables programmable offloading policies that take into account real⁃time network condi⁃
tions as well as the status of devices and applications. This mechanism improves overall network performance by deriving real⁃
time policies and steering traffic between cellular and Wi⁃Fi networks more efficiently.
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I
1 Introduction

n 2013, mobile phones overtook PCs as the most com⁃
mon Internet access device worldwide, and by 2015,
more than 80% of handsets sold in mature markets will
be smartphones [1]. According to forecasts, global mo⁃

bile data traffic will grow 13 ⁃ fold between 2012 and 2017,
which is three times faster than fixed IP traffic [2]. Mobile net⁃
work operators will carry the bulk of Internet traffic in the fu⁃
ture, but they face significant challenges in addressing needs
associated with increased traffic demand. To meet this de⁃
mand, mobile operators are investing in more network capaci⁃
ty. Scarcity of spectrum is forcing such operators to deploy
smaller cells and utilize unlicensed spectrum, such as Wi⁃Fi.
Availability of built⁃ in Wi⁃Fi on smartphones and unlicensed
spectrum makes Wi ⁃ Fi a natural solution for accommodating
increased traffic and maintaining the quality of users’connec⁃
tions.

To this end, mobile data offloading, which refers to the use
of complementary network technologies to deliver data original⁃
ly targeted at mobile/cellular networks, has already become a
key solution for meeting traffic demands [3]-[5]. Various plat⁃
forms, including opportunistic communications, have been con⁃
sidered for mobile data offloading [6]. Furthermore, mobile net⁃
works must support various applications, such as voice and
streaming, as well as best⁃effort services on a single IP⁃based
infrastructure. Each of these converged services has quality of
service (QoS) requirements, in terms of latency, packet loss

and data rates, that must be met through efficient allocation of
wireless network resources and cannot that be met only by pro⁃
visioning the network. One of the main challenges in data
offloading is making real⁃time decisions on offloading the flows
and services/applications of different users while taking the
condition of available networks and QoS needs of flows into ac⁃
count. In this regard, previous research has focused on provid⁃
ing seamless movement between different access networks dur⁃
ing data offloading [7]. Dual stack mobile IP has also been con⁃
sidered to enable simultaneous use of two interfaces [8]. All
the technologies involved in mobile data offloading from the
LTE network are ready for deployment and, in fact, can be de⁃
ployed by operators. However, we lack efficient offloading tech⁃
niques and decision⁃making criteria.

The mobile networks architecture proposed for 4G/LTE pro⁃
vides easier management compared with earlier architectures
because it separates signalling plane functions, such as mobili⁃
ty management, policy⁃making, and charging. Despite this, to⁃
day’s 4G/LTE architecture is not yet as flexible or programma⁃
ble as it could be. For example, the 4G/LTE network can pro⁃
vide QoS guarantees and differentiated services to the user
through policy⁃charging and rules function (PCRF) nodes. Poli⁃
cy and charging control (PCC) ensures that the user has guaran⁃
teed QoS for a particular subscription and service type. To⁃
day’s PCCs are user⁃aware and application⁃aware but do not
have awareness of network congestion.

We propose placing the policy control closer to the wireless
access and deriving policies according to radio network infor⁃
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mation as well as previously used user and application informa⁃
tion. This can significantly improve mobile data offloading. We
propose an abstraction layer based on software ⁃ defined net⁃
working (SDN) [10] that integrates network resource manage⁃
ment (NRM) with radio resource management (RRM) and en⁃
ables programmable, dynamic policy functions.

The remainder of this paper is organized as follows. In sec⁃
tion 2, we give an overview of current LTE/Wi⁃Fi interworking
architecture. In section 3, we discuss network selection and re⁃
lated challenges. In section 4, we give details of the proposed
interworking modification for better QoS. In section 5, we pres⁃
ent the policy derivation and offloading mechanism. In section
6, we conclude with a summary of programmable data offload⁃
ing policies.

2 Cellular and Wi⁃Fi Interworking
Architecture
The goal of mobile data offloading is to dynamically redirect

selected traffic towards the lower ⁃ cost RAN. 3GPP has been
developing new standards and architectures to support the si⁃
multaneous use of different cellular access networks, such as
LTE and femtocells, as well as non ⁃ 3GPP access networks,
such as Wi⁃Fi. 3GPP standardization covers the native integra⁃
tion of trusted and untrusted non⁃3GPP IP access network into
the EPC [6]. This standard treats Wi⁃Fi RAN as valid an ac⁃
cess network as any other 3GPP RAN and enables operators to
use standard ⁃ based EPC components to integrate different
types of access networks. It also facilitates interoperability be⁃
tween these networks. Such integration ensures a good level of
inter⁃operability between different access types.

In this paper, we focus on trusted non⁃3GPP access network
architecture, i.e., Wi⁃Fi access network architecture, which is
owned by the cellular operator. S2c and S2a are the two inter⁃
faces that provide control and mobility support between non ⁃
3GPP access network and packet gateway (P⁃GW). They also
forward Wi⁃Fi traffic to the EPC (Fig. 1). S2c provides mobili⁃
ty and control support between user equipment (UE) and P ⁃
GW over the non⁃3GPP access network. S2a provides control
and mobility support between the trusted non⁃3GPP access net⁃
work and P⁃GW. The serving gateway (S⁃GW) serves between
the LTE and mobile access gateway (MAG) of Wi ⁃Fi and re⁃
ports to the PCRF. The S⁃GW also sets bearer QoS parameters.
Moreover, eNodeB, S⁃GW and P⁃GW are involved in other con⁃
trol plane functions, such as location update and mobility, in
coordination with the mobility management entity (MME).

Access network discovery and selection function (ANDSF)
is an entity within an evolved packet core (EPC) of the system
architecture evolution for 3GPP mobile networks. ANDSF
helps UE to discover non⁃3GPP access networks, such as Wi⁃
Fi for data communication, in addition to 3GPP access net⁃
works and provides the policies used to access these networks.
When combined with ANDSF, the Mobility over GPRS Tunnel⁃

ing Protocol based on S2a enables an operator to benefit from
controlled automatic network discovery and selection for the
user. This results in a seamless user experience. ANDSF uses
a standard S14 interface to communicate information and poli⁃
cies to the UE. This information is organized within nodes of a
managed object that contains several nodes, including nodes
for discovery information, intersystem mobility policies, and in⁃
tersystem routing policies. S14 is the only standard interface
for ANDSF, and any interaction between the ANDSF server
and other network elements is outside the scope of current
3GPP standards.

These new measures in the standard enable seamless hando⁃
ver and traffic steering so that users have continuous data ser⁃
vice as they roam between cellular, small cell, and Wi⁃Fi net⁃
works. Hence, users can benefit from secure, transparent ser⁃
vices regardless of the types of access technology.

3 Network Discovery and Selection
Wireless networks are becoming increasingly heterogeneous.

In addition, more mobile devices are capable of simultaneously
operating on multiple technologies, i.e., 3G, 4G and Wi⁃Fi ra⁃
dio. Given this, selecting the best network for a user at any giv⁃
en time and location is crucial for optimizing the access of that

ANDSF: access network discovery and
selection function

HSS: home subscriber server
MME: mobility management entity
NRM: network resource management
PCEF: charging enforcement function

PCRF: policy charging and rules function
P⁃GW: packet gateway
RRM: radio resource management
S⁃GW: serving gateway

UE: user equipment
WAG: wireless application gateway

▲Figure 1. 3GPP architecture for the non⁃3GPP IP access integration
into the EPC.
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user. The main consideration in any network⁃selection strategy
is network⁃based information, which informs decisions on net⁃
work selection and traffic steering, as well as the different ways
of distributing this information to devices. Information from
traffic ⁃ steering policies, the real ⁃ time network condition of
both cellular and Wi⁃Fi networks, and subscriber profiles are
all necessary for optimal network selection. In addition, the de⁃
vice itself contains important information, such as battery us⁃
age, radio conditions and relative motion, which should be con⁃
sidered when making a decision. Thorough consideration of all
these parameters makes network selection a very complex prob⁃
lem. In this section, we discuss the possibility of including vari⁃
ous decision criteria.
3.1 ANDSF

ANDSF was defined in the recent 3GPP standards as a
framework for issuing policies to a device where traffic routing
decisions between a cellular and Wi⁃Fi access network are be⁃
ing made. The device periodically determines the validity of
policies in terms of location and time of the day. Many opera⁃
tors are interested in using ANDSF for policy ⁃ based network
selection and traffic steering. A few of these operators, such as
Telefonica, are already trialing the ANDSF server solution. Al⁃
though ANDSF provides a standard framework for distributing
flexible, operator ⁃ defined network ⁃ selection information and
policies, it does not capture additional information in an opera⁃
tor’s network, e.g., network condition, which could be useful
to derive dynamic policies and communicate them with the de⁃
vice. The key issue in this framework can be addressed by im⁃
plementing an ANDSF client in devices [11]. This client com⁃
municates with an ANDSF server in the network and distrib⁃
utes ANDSF policies to the device so that networks can be dy⁃
namically selected and traffic steering decisions can be made
[9]. Deriving appropriately dynamic policies and distributing
them to the ANDSF client enables an operator to steer traffic
between Wi⁃Fi and cellular networks, create better user experi⁃
ence, and better utilize radio resources.
3.2 Challenges

One of the most important aspects of efficient network selec⁃
tion is the current network condition of all available access net⁃
works. For example, the real ⁃ time load on the radio link of a
cell site significantly impacts the QoS of a given user and can
influence the selection of that access network. The 3GPP stan⁃
dard allows user⁃subscription⁃dependent policies for ANDSF;
however, there is no standardized interface between ANDSF
and the user’s subscription/profile information, i.e., between
ANDSF and the home subscriber server (HSS). In fact, 3GPP
enables ANDSF to communicate with the UE via S14 inter⁃
face. The data obtained from the UE is mainly the UE’s loca⁃
tion and device type [10]. This information is rather static, but
various other dynamic data can significantly affect efficient net⁃
work selection.

Operators are pursuing solutions in which more dynamic cri⁃
teria are used in the selective offloading of traffic between all
available RANs. On the user side, network ⁃ selection criteria
that are of interest to the operator include user subscription lev⁃
el and user profile, which includes usage history or caps. Net⁃
work ⁃ driven criteria include different types of Wi ⁃ Fi access
network, e.g., trusted, public or private, and venue information.
Despite this, ANDSF policies are static because ANDSF does
not receive any input except that from the UE via the S14 inter⁃
face. In other words, existing ANDSF policies do not take into
account either network condition, such as load and congestion,
or UE conditions.

We argue that policies based on an awareness of network,
application, and user ⁃ profile at the ANDSF can significantly
improve both network utilization and user experience. To de⁃
rive dynamic policies, first we need to determine what type of
information must be considered, how to collect and capture
this information, and how to derive policies and communicate
them to UE for efficient network selection. In the next section,
we discuss the challenges related to designing a policy entity
that has an awareness of network, application, and user profile,
and we present one solution based on it. Our solution is a cen⁃
tralized solution that is, in fact, one way of realizing SDN. An
alternative way could be a fully distributed user ⁃ centric ap⁃
proach, where the UE collects data and selects a network. We
will exploit this family of solutions in our future work.

4 Programmable Data Offloading
We envisage a policy entity that can receive the network, ap⁃

plication, and user ⁃profile information; derive the policy, and
distribute it to the ANDSF server in the network. Complexity
arises from the fact that the network, application, and user⁃pro⁃
file data are available at different parts of the end⁃to⁃end com⁃
munication path. For example, the UE is the only entity aware
of effective radio condition, throughput over existing connec⁃
tion, active applications, pending traffic, and battery levels.
We design a centralized architecture, where policies are driven
at a central controller within the network architecture. Here we
describe how data is collected and policies derived.
4.1 Decision Criteria and Policy Control

In the architecture in Fig. 1, the policy and charging enforce⁃
ment function (PCEF) in the P⁃GW enforces policies and maps
service data flows to the bearer that is to be mapped to the un⁃
derlying transport network. The PCRF is an LTE policy manag⁃
er that uses operator policies, network information, and user
profile stored in the HSS to make decisions according to a set
of pre⁃defined rules and functions. The PCRF is also responsi⁃
ble for QoS authorization, i.e., authorizing the treatment of
each traffic flow. Today’s policy controls have awareness of us⁃
ers and applications but not congestion within the network
[12]. Fine⁃grain control on various entities in the mobile net⁃
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work is crucial so that operators can allocate resources and
cheaply maintain and expand the network. It is also important
for employing dynamic policies, i.e., for managing the traffic
and selectively offload the traffic between different access net⁃
works according to the current network condition.

When managing traffic, the policy enforcement point can ei⁃
ther be the core network or access network. At the core, poli⁃
cies are enforced in the P⁃GW, which has deep packet inspec⁃
tion (DPI) functions. This is similar to today’s architecture
(Fig. 1). Service information does not have to travel at all, and
the DPI engine can store subscriber information from the poli⁃
cy controller. This enables congestion and location to be esti⁃
mated. The central solution described here requires simple in⁃
tegration of the DPI engine into the policy controller. On the
other hand, congestion information is extremely dynamic, i.e.,
it changes rapidly and by the time values sent from RAN are
received by the P⁃GW, the information is no longer valid. Vari⁃
ous studies show that bad decisions were made 40% of the
time when outdated congestion information was used.

Moreover, estimation based on current traffic is not possible
for the DPI engine because:
•The policy controller lacks a feedback mechanism. Simple

questions such as“Is 1 Mbps for P2P is enough or are we
over penalizing?”cannot be answered.

• The policy controller only has a general indication of re⁃
duced throughput, which may occur as the result of poor cov⁃
erage or congestion. Only the RAN can differentiate be⁃
tween these two causes.

•Quite often, a RAN is shared between different operators, or
perhaps the operator is using multiple access points. In
these cases, the policy controller cannot see all traffic pass⁃
ing through congested cells.

• Cell capacity depends on the coverage of individual sub⁃
scribers and varies, even with weather conditions. There
may be additional reserved bandwidth for future bearers
with guaranteed data rate or other similar cases that affect to⁃
tal cell capacity. In other words, cell capacity varies over
time, and the policy controller receives no information about
the variations in capacity of the congested cells.
One alternative for addressing these challenges is to move

the policy enforcement point to where congestion occurs so
that we do not need to transfer dynamic information anywhere.
In this way, the scheduler continuously prioritizes data packets
and subscriber sessions. The scheduler has perfect knowledge
about the location of the user, traffic, and real congestion con⁃
ditions at the location. Then, the policy controller takes service
information from the DPI function and changes QoS parame⁃
ters such as traffic handling priority, maximum bit rate, guaran⁃
teed bit rate, or QoS Class Identifier (QCI). In LTE, there it is
also possible to create a dedicated bearer for a specific traffic
flow requiring differentiated QoS treatment at the policy ⁃ en⁃
forcement point. This architecture (Fig. 2) makes network man⁃
agement more complex. It is still not clear where the policy

control should be located in order to increase efficiency but
not significantly increase complexity.
4.2 SDN Controller and Mobile Data Offloading

As discussed earlier, deriving real ⁃ time policies for selec⁃
tive offloading of different services/applications according to
the dynamics of network is potentially complex. A programma⁃
ble interface similar to that in SDN facilitates offloading by pro⁃
viding end ⁃ to ⁃ end communication between network elements
and by pushing corresponding forwarding rules to local ele⁃
ments, i.e., eNodeB and P⁃GW. In our proposed architecture,
the control ⁃ plane functionality of the gateways is decoupled
and located at the SDN controller as applications. The gate⁃
ways run local control agents. The SDN ⁃ controller derives
offloading policy functions and rules by combining information
from the RRM and PCRF applications. The radio network con⁃
dition, defined by wireless condition and traffic load, is mea⁃
sured frequently by the local control agents. This enables an
operator to monitor traffic in real time, provide per⁃subscriber
QoS through programmable application modules in the SDN
controller, and derive forwarding rules accordingly. These poli⁃
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▲Figure 2. SDN⁃controlled network selection.
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cies and forwarding rules are periodically sent to the local con⁃
trol agents in the access network and are forwarded to the UE.
The LTE and Wi⁃Fi interworking architecture, including SDN
controller and interactions with local control agents are shown
in Fig. 2. The two main parts of this architecture are the SDN
controller and logical control agents.

The SDN controller in this architecture is an abstraction
model that runs programmable applications modules, such as
RRM and PCRF. The PCRF application module has subscrib⁃
er and application information, and the RRM application mod⁃
ule collects radio access network conditions, such as traffic
load and cell capacity. The SDN controller combines the infor⁃
mation from these application modules in order to derive a sin⁃
gle set of policies and rules that are sent periodically to the lo⁃
cal control agents.

To address the scalability issue and challenges raised in sec⁃
tion 3.2, we propose local control agents in the network gate⁃
ways, i.e., P ⁃ GW, S ⁃GW and WAG as well as in the RAN.
These local control agents should have some measurement and
control capabilities that are authorized by the SDN controller.
For example, the agents that run on the gateways can measure
QoS parameters, such as delay and resource utilization, and
compare the traffic counters with the threshold. These agents
can then notify the SDN controller when the threshold has
been exceeded. To communicate back with the controller, an
interface similar to OpenFlow [14] is required at the local
agents. This also enables the agents to exercise simple control,
such as changing the weight or priority of a queue, when the
traffic counter exceeds the threshold.

5 Policy Derivation and Offloading
Mechanism

5.1 Policy Derivation
In order to derive policies, network load information, signal

threshold, and operator policy are combined in the SDN con⁃
troller. This section explains the parameters that are consid⁃
ered when deriving policies in a few different scenarios.
5.1.1 Network Load

In a scenario where the operator controls both a cellular and
Wi⁃Fi networks in a given area and the cellular network is not
congested, the operator may prefer to serve customers via the
cellular network. As the load on the cellular network increases,
potentially impacting user experience, the operator may want
to start steering some of the traffic towards the Wi⁃Fi network.
As the cellular network becomes even more congested, the op⁃
erator may want to steer even more traffic towards the Wi ⁃Fi
network. This policy can be made even more effective if the
condition of the radio on the cellular network is taken into ac⁃
count. For example, cell⁃edge users experiencing the worst ra⁃
dio conditions on the network can be steered towards the Wi⁃

Fi network first. Also, when the cellular network is congested,
the operator who controls both the cellular and Wi⁃Fi networks
may want to steer users experiencing poor cellular radio from
the cellular network to Wi⁃Fi. As the cellular network becomes
more congested, the operator may want to steer more users to⁃
wards Wi⁃Fi. Even when the cellular network is not congested,
some users may experience poor radio on the cellular network
but have access to a Wi ⁃ Fi network with acceptable quality
and load. In this case, the operator may want to serve that
user’s traffic via Wi⁃Fi instead of the cellular network. Addi⁃
tionally, the exact thresholds at which certain users are steered
to Wi⁃Fi depend on the distribution of eNBs and Wi⁃Fi access
points (APs) in the network as well as the instantaneous distri⁃
bution of UEs in the vicinity. Thus, the mapping between load
level and the signal strength at which a user is steered to Wi⁃
Fi is not static.
5.1.2 Signal Strength

A signal strength threshold can also be included in the poli⁃
cy to ensure the correct users are steered towards Wi⁃Fi while
others are kept on the cellular network. For example, when the
cellular load is 70% , the signal strength threshold may
be - 108 dBm, but when cellular load is 88% , the signal
strength threshold may be -105 dBm [15]. This signal strength
threshold

indicates a minimum received signal strength below which
UEs should attach to available and acceptable Wi- Fi APs.
Specifically, the UE compares experienced signal strength
with the signal strength threshold of the received policies via
ANDSF and then selects a network. An operator can first move
UEs with poor cellular radio to Wi⁃Fi APs in a smart way that
takes into account the cellular network load as well. Further⁃
more, the signal strength threshold may be combined with
thresholds provided by operator policies, e.g., in a case where
different policies are defined for different types of users. Alter⁃
natively, the operator might simply want to introduce different
tiers of service. For example, the operator policy might seek to
steer heavy video users to Wi ⁃ Fi while keeping subscribers
who complain about Wi⁃Fi service on the cellular network.
5.1.3 Random Generated Value

Steering large numbers of UEs between cellular and Wi⁃Fi
APs may dramatically affect instantaneous network conditions.
For example, if a large number of users were steered towards
Wi⁃Fi, the load on the cellular network would be reduced. This
reduction could cause those same UEs to try and reselect the
cellular network because it is now a much more desirable ac⁃
cess network than before. Because all the users move back to
the cellular network, the load increases and causes users to be
steered back towards Wi⁃Fi. Thus, UEs ping⁃pong between the
cellular and Wi⁃Fi networks as long as this process continues
[15]. To avoid the ping⁃pong effect, a calculated integer can be
included in the policy along with load level and signal strength
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threshold. This calculated integer is used to steer a subset of
targeted UEs together rather than all targeted UEs at once.
Therefore, a random integer a is generated in the range of 0⁃10
and is distributed in the policy. Furthermore, each UE gener⁃
ates a random value b in the same range. If b < a and other con⁃
ditions are satisfied, then a given UE is steered towards the
Wi⁃Fi AP; otherwise, the UE stays on the cellular network. In
this way, a given fraction of the targeted population is steered
towards Wi⁃Fi at any given time. The operator can control this
fraction by random distributed values. In the case of different
service tiers for different user types, more than one calculated
value can be distributed, and each value is targeted at a specif⁃
ic class of user with similar service needs.
5.2 Offloading Mechanism

The local control agents in the RAN and access gateways
collect information, such as drop rate, utilization and traffic
load, periodically and report it back to the SDN controller. The
SDN controller combines this information with the operator’s
policies and subscriber’s profile in the PCRF, derives the poli⁃
cies and forwarding rules, and communicates these policies
and rules to the local control agent in ANDSF via an interface
similar to OpenFlow [13]. Each mobile device is expected to
have a connection manager (CM) [14], which is a functional
component that takes ANDSF policies and user preference as
input and combines them with the local conditions of UEs in
order to offload and steering traffic (Fig. 3). The ANDSF dy⁃
namic policies include but are not restricted to a variety of pa⁃
rameters, such as operator policies, cellular and Wi⁃Fi condi⁃
tions (e.g., traffic load), Wi ⁃Fi quality (including packet loss,
RTT and throughput), user subscription profile, time of the
day, and location. The local condition of a UE includes move⁃
ment of the mobile device relative to one or more APs, mobile
battery usage, and application requirements (e.g., service conti⁃
nuity and throughput). The relative movement of a device to⁃
wards an AP can be calculated within the device. There are a
number of ways of performing this calculation, such as extrapo⁃
lation via the rate of change in AP signal strength measured by
the UE or estimation by the device according to implementation
⁃dependent mechanisms. The policies are prioritized, and each

is validated according to the local condition of the UE. The CM
selects the network and steers traffic according to a valid poli⁃
cy. The simplest mechanism may include only two policies,
one for when cells are congested and another for when cells are
not congested. Both policies would be sent to the UE for use
when in a valid area at a designated time of the day and would
be updated by the ANDSF only when there is a change in con⁃
ditions, such as long ⁃ term busy hour. Another example could
be providing different cellular network traffic load thresholds
to the UE according to the type of subscriber. One such thresh⁃
old, Cellular_Load_Max, is for heavy⁃streaming users, and an⁃
other threshold can be specified for high⁃priority users. There⁃
fore, operators can obtain a desirable outcome by defining a
policy upon triggering of congestion in a cellular network so
that heavy⁃streaming users are moved to Wi⁃Fi before high⁃pri⁃
ority users.

Supporting per ⁃UE or per ⁃cell policies does not mean that
the new ANDSF policies should be pushed to UE whenever it
changes location or that unique policies need to be maintained
for a large number of cells. The frequency with which these pol⁃
icies are updated can be adjusted according to significant
changes in network condition and availability of communica⁃
tion resources between the controller and access networks.
Hence, during busy hours, a new policy derivation is triggered
when a cell is congested. This derivation is based on the re⁃
ceived data. The offloading mechanism here offers 1) dynamic
policies because NRM and RRM are converted to software ap⁃
plications, 2) robust network ⁃ selection mechanism because a
precise network condition, such as congestion in the backhaul,
is captured, 3) efficient network selection because user prefer⁃
ence and application requirements are taken into account, and
4) simplicity because the control plane functions are abstract⁃
ed and communication between them is simplified.

6 Conclusion
Wi⁃Fi has become an increasingly popular access mode en⁃

abling wireless carriers to meet the capacity demands of mo⁃
bile data users. The amount of traffic carried over Wi⁃Fi net⁃
works has grown dramatically in recent years and is projected
to continue to grow in the years to come. To address the issues
related to growing demand, we explore state⁃of⁃the⁃art Wi⁃Fi/
cellular integration and propose a modified architecture that
enhances key aspects of this integration and facilitates evolu⁃
tion towards 5G mobile. Such aspects include network discov⁃
ery and selection, traffic steering, and the effect of policies and
rules on traffic steering. In this paper, a programmable policy
function derivation mechanism is proposed and enabled
through the use of an SDN controller in the mobile backhaul.
Our proposed mechanism takes into account real⁃time network
condition as well as existing user and application information
in order to control offloading policies and efficiently accommo⁃
date traffic on cellular or Wi ⁃Fi access networks. We couple
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UE: user equipment ANDSF: access network discovery and selection function

▲Figure 3. UE architecture.
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BiographiesBiographiesnetwork resource management with radio resource manage⁃
ment in the form of application modules at the SDN controller.
This enables us to derive offloading policies that optimize both
cellular and wireless resources.


