
Abstract—Cross-layer optimization offers the potential to 
achieve vast performance gains in wireless communications 
environments, and even more so in the context of one-to-
many services because of the interdependencies among 
performances at receivers owing to congestion control and 
reliability requirements. This paper investigates some 
opportunities for cross-layer optimization involving the 
network layer. The first such solution, the dynamic selection 
of the one-to-many data transfer method based on cross-
layer information, is shown to achieve considerable 
bandwidth gains for one-to-many services. The second 
solution, the cross-layer optimization of routing based on 
QoS demands, is characterized mathematically. Not only 
are cross-layer optimizations involving the network layer 
relevant however, but also are network layer aspects of the 
facilitation of cross-layer optimization per se. Within this 
context, a means for the transfer of cross-layer parameters 
using IP extension headers is described. 
 

Index Terms—Cross-layer Optimization, Network Layer 
 

I. INTRODUCTION 
CROSS-LAYER optimization represents an important 

way to improve the performances of future systems, 
which has until recently been overlooked because of the 
complexities involved and the feeling in some circles that 
such approaches deconstruct the original ordered 
intentions of the ISO/OSI layered protocol stack [1]. 
However, because the optimal choices for specific layers 
are often dependent on choices or characteristics at other 
layers, the consideration of cross-layer parameters cannot 
be avoided in order to develop systems with anywhere 
near optimal performance. One way of looking at it is 
that various fixed cross-layer optimizations are already 
considered at the design stage of many newly defined 
communications technologies; it is the extension of such 
optimizations to greater ‘dynamicity’ (dynamic in-the-
field adaptation), as well as advancing their autonomy 
and breadth, that are primary objectives of current cross-
layer research. 

The network layer might be involved in cross-layer 
optimization in various ways. Not only might it be one of 
the layers implicated in the cross-layer interaction itself, 
but it might also offer important functionalities that 
underpin mechanisms supporting cross-layer 
optimization per se. We attempt to investigate both 
aspects of network layer involvement in this paper. 

This paper is structured as follows. In the next section, 
a means for the transfer of cross-layer parameters 

between elements, using advanced network layer 
capabilities, is described. In Section III, some cross-layer 
optimizations involving the network layer are introduced. 
In Section IV, these optimizations are analyzed and 
simulated in various ways to study their efficiency and 
characterization. This paper concludes in Section V. 

II. MECHANISM FOR TRANSFER OF CROSS-LAYER 
PARAMETERS USING NETWORK LAYER HEADERS 

As well as offering the potential to provide cross-layer 
optimization solutions, the network layer might also 
yield facilitators for cross-layer optimization per se. To 
this end, seeing that an over-IP connection is assumed to 
almost universally apply, a mechanism is suggested here 
whereby cross-layer information can be transferred 
between network entities through using IP options [2][3]. 
This mechanism is fully compatible with all possible 
other layers, while requiring no mandatory impact on 
existing protocols. 

In IPv6, a Destination Options extension header can be 
employed to transfer cross-layer information, in which 
case a new Option (in the Type-Length-Value format) 
within the Destination Options header would be easily 
defined for this purpose according to IETF procedures 
(see Figure 1). IPv6 would be updated where suitable in 
appropriate hosts (the source and receivers), and the 
updated implementation would process the new option in 
the IP layer to provide a specified structure for access to 
the cross-layer information by layers/processes in 
appropriate nodes which need it, and are authorized to 
obtain it. Note that intermediate nodes such as the BS 
might want to validly append/amend/insert cross-layer 
information—in such cases these nodes as well as the 
final destination would be specified in path order in the 
Routing Options extension header, and a valid alteration 
of the initial destination address to specify the first such 
intermediate node requiring cross-layer interaction would 
apply. Security might conceivably be a concern using 
Destination Options for such purposes, as any dishonest 
router could potentially access and alter the information. 
The Value part of the Type-Length-Value triplet in the 
newly defined option might therefore be encrypted with a 
key that is commonly understood only by those nodes 
that are allowed to input, append/amend, or access cross-
layer information. The “Option Type” bits in the 
extension header would likely be set to 00, thereby still 
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processing the packet but ignoring the cross-layer 
information if the IPv6 implementation on the host didn’t 
support the newly introduced cross-layer option. The 
“Option Change” flag would be set to 1 in cases where it 
were necessary to allow changes by appropriate 
intermediate nodes. Remaining questions comprise the 
exact cross-layer parameters that should be provided, and 
the utilized information model (i.e., how the information 
is structured, when it is updated, etc.). 

The suggestion in this paper is for structuring of the 
cross-layer information Option Data to be as in Figure 1. 
The bits in the Option Data can be viewed as an 
information hierarchy at three levels. The highest level is 
the OSI layer that the information corresponds to. 
Mirroring extension headers, the three highest order bits 
of the next level are an integer indicating the “next layer” 
that has information corresponding to it in the header. 
Note that 3 bits is sufficient for this, giving 8 possible 
values, one of which (e.g., ‘000’) could indicate that 
there is no cross-layer information for any other layers in 
the header. Following this, the next 5 highest order bits 
indicate the length of the information for the 
corresponding layer in bytes. Note that 5 bits gives 32 
bytes maximum length: it is perhaps for further study 
whether this is enough, but the structure presented 
indicates 5 bits as a logical choice to fill the remainder of 
the byte. At the third tier, the actual information for the 
layer is grouped into duplets each comprising an integer 
identifier for the information type (the required length of 
this field is for further study), which implicitly also 
indicates the type of the information (e.g., int, float) and 
the length of the information, followed by the 
information itself. 

IPv6 actually specifies up to two “Destination 
Options” extension headers, the first of which is 

processed by the nodes denoted in the “Routing Options” 
extension header, and the second of which is processed 
by the final destination node. Hence the first Destination 
Options header could be used to convey cross-layer 
information for example to an access point, where the 
“Routing Options” extension header might specify that 
access point or an associated node (e.g., the gateway). 

Note that a similar method of cross-layer information 
transfer via IPv4 options might be used. However, this 
would imply options being processed by all nodes, which 
may be a considerable burden on routers. 

III. SOME CROSS-LAYER OPTIMIZATIONS INVOLVING 
THE NETWORK LAYER 

Here we discuss the optimization ideas that are 
investigated in this paper. 

A. Adaptation of the One-to-Many Data Transfer 
Method Based on Lower Layer Characteristics 

The first cross-layer optimization solution we consider 
is the use of cross-layer parameters in the (dynamic) 
selection of the network layer one-to-many transfer 
method for a one-to-many service, where the transport 
layer is also somewhat implicated in this choice. A 
number of benefits result from such an approach: For 
example, if in an end-to-end multicast the wireless link 
capacity differs greatly among receivers (with low cross-
correlation), the transmission rate of the multicast will be 
limited to the lowest achievable capacity among the set 
of receivers. Hence capacity which could otherwise 
improve the performance of the one-to-many stream or 
download would remain unused (wasted) in many cells. 
In such cases, based on cross-layer information, a switch 
to end-to-end many-unicast might be desired to improve 
wireless efficiency; alternatively, poorly performing 
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Fig. 1.  Suggested format for a novel cross-layer information IPv6 destination option 



 
 
receivers might be siphoned off to unicast connections, 
thus greatly improving the performance of the remaining 
multicast. Note that similar important optimization 
opportunities apply as regards BERs, RTTs and other 
characteristics varying greatly among the receiver set. 

B. Routing in a Wireless Multi-hop/Mesh Scenario 
Another considered solution is the cross-layer 

optimization of routing. In a wireless multi-hop/mesh 
context, based on traffic QoS demands and concerns for 
maximizing wireless resource usage efficiency across the 
system, routes for traffic can be set/updated in a cross-
layer context given the characteristics of lower layers. As 
a simple example of this, if shadowing suddenly becomes 
severe for one hop of the end-to-end route, and there is 
an alternative hop available, that alternative hop should 
be taken to reduce the transmitted power in the area and 
thus improve spectral efficiency. 

IV. ANALYSIS AND SIMULATION 
This section covers simulation and analysis of 

proposed cross-layer optimization solutions. 

A. Dynamic Selection of the One-to-many Transfer 
Method for the Receiver Group as a Whole 

Here we first analyze some aspects of the dynamic 
selection of the one-to-many transfer method for the 
receiver group as a whole. As is common practice, it is 
assumed that users receiving the one-to-many service are 
distributed according to a Poisson distribution with a 
mean value (per m2) of λd; likewise, it is assumed that the 
density of users receiving other flows is λo. The 
probability of there being exactly k users per cell is 
therefore given by [4][5] 

!/)2/33()( 22/33 2

kRekp kR λλ−= ,      (1) 
where R is the cell “radius” (i.e. the “side” of the 
hexagonal cell) in m, and λ is either λd or λo respectively 
to apply to the one-to-many service or to other traffic 
users. 

As a simple approximation, it is assumed that the 
spectrum required per capacity in a system is equal 
among all like channels, where it must be noted that the 
complications due to elevated transmission power 
requirements of a common channel are ignored for 

generality. Hence Ctot is taken as the capacity of the cell, 
and there are n other traffic flow users in the cell which 
each require a capacity Co. This leaves Ctot-nCo as the 
available capacity for the one-to-many service. It is 
presumed that, if resources allow, it is always preferable 
to use a dedicated channel twinned with many-unicast to 
each user for the one-to-many service. This is for reasons 
such as to ease end-to-end congestion control and the 
provision of multi-rate capabilities to users, as well as 
easing power control constraints. Hence the one-to-many 
service will remain using dedicated channels in the cell 
until such a situation occurs as it achieves lower than the 
threshold throughput level Cd, at which point it will 
switch to a common channel. 

Given this approach, the available capacity per one-to-
many service receiver is (Ctot-nCo)/kdownload which must 
be more than or equal to Cd for dedicated channels to be 
used. Rearranging, 
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and the probability of this being met is, 
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Parameter n itself can be described in terms of the 
probability density p(k)other. Hence the probability (3) can 
be completely expressed as 
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The wasted (Unused) capacity through selection of 

single-rate end-to-end multicast with common channels 
throughout, for a large-scale end-to-end one-to-many 
service, is given by, 
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where for each iteration in the summation, 

0)( >−− dotot CnCC  or else that iteration doesn’t 
count. 

Figure 2(a) plots this capacity wastage, where 
Ctot=2Mbps, the cell ‘radius’ R is 200m, λo and λd are 
both 4·10-5 users per m2, and Co and Cd are both varied 
between 0.1 and 1.9Mbps in steps of 0.1Mbps. As 
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Fig. 2.  (a) Average wasted capacity per cell resulting from the selection of multicast using common channels throughout, (b) resulting from the 

described approach to dynamic channel selection. Both are plotted as a function of Cd and Co 



 
 
expected, if Co and Cd tend to zero, the wasted (unused) 
capacity in the cell nears Ctot. 

Next analyzed is the performance of adaptation of the 
one-to-many data transfer method on a cell-by-cell basis 
dependent on the concentration of receivers in each cell. 
The emphasis is on the effect of choosing multicast using 
a common channel of capacity Cd in the cell, if the 
required capacity Cd were to not be satisfied using 
dedicated channels. 

The average wasted capacity in each cell of this 
dynamic selection approach is the wasted capacity 

dotot CnCC −−  given each value of n while satisfying 
the common channel requirement: 
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where for each iteration in the outer summation, the 
condition 0)( >−− dotot CnCC  must be met for that 
iteration to count towards the summation, and of course 
in the inner summation, each k must be a nonnegative 
integer. 

Given the same parameter choices as in Figure 2(a), 
this wasted (unused) capacity is plotted in Figure 2(b). 
As expected, this approach leads to a much better 
efficiency across the network, especially in cases where 
the rates of the service and other traffic flows are low. 

B. Dynamic Selection of the One-to-many Transfer 
Method on a Per-Receiver Basis 

Here we look at the more intricate approach of 
dynamically selecting, on a per-receiver basis, which 
receivers receive the one-to-many service via a separate 
unicast and which join an existing multicast for the 
service. For this purpose, a system level simulation 
platform has been written by us in C++, capable of 
assessing downlink throughput performances, and 
configured for a LTE environment. 

Under our simulation platform, achieved SINRs were 
mapped to throughputs using the maximum achievable 
throughput at each given SINR among the possible 
modulation and coding schemes for LTE, plotted in 
Figure 8.1.2.2.1-1 of reference [6]. The assumption was 
QRM-MLD using ASESS (the blue plot within that 
Figure). Reflecting common scenarios in [6], the BS-to-
BS spacing was chosen to be 500m, and the transmission 
centre frequency was 2GHz. Mirroring the work reported 
in Figure 8.1.2.2.1-1 of [6], the transmission bandwidth 
was chosen as 20MHz, using the suggested OFDMA air 
interface for LTE. The BS transmission power was set at 
50dBm, the thermal noise power was that for a 20MHz 
bandwidth (-101dBm), and the shadowing standard 
deviation (std) was chosen to be 6dB, 4dB, or 2dB, 
resampled in each time step of the simulation. The 
effective BS height was 30m, reflecting a reasonably 
sized building, and the height above ground of the 
mobile was 1.5m. The random walk model comprised the 
sampling of a change in position in each simulation time 

unit from a Gaussian distribution (independently for the x 
and y dimensions) of a specified standard deviation and 
zero mean. The “Cost 231” path loss model (under the 
medium-sized city parameterization) was used. 

 

 
Fig. 3: Average throughput per receiver as a function of the 

unicast/multicast configuration update interval 
 
Figure 3 plots the average achieved throughput per 

receiver, considering the effect of load on the source, as a 
function of the update rate (in simulation step time units) 
of the unicast/multicast configuration among receivers. 
Also plotted is the performance of using multicast alone 
for the service under the stated configuration. 
Immediately clear is that the average throughput can be 
improved significantly by updating the unicast/multicast 
configuration more often, achieving throughput gains of 
almost ~40% for the 6dB std shadowing and 10m std 
random walk step plot in Figure 3, and gains of ~45% if 
the random walk step std is radically increased to 250m. 
If the situation is more predictable however, represented 
by shadowing stds of only 4dB or 2dB in Figure 3, the 
gains of the dynamic unicast/multicast configuration 
alteration scheme are somewhat less significant. Such 
gains are still, however, in excess of ~25% for a 
shadowing std of 4dB, and ~13% for a shadowing std of 
2dB. Moreover, the performance improvement of this 
dynamic selection scheme compared with using multicast 
alone for the service is extremely significant indeed. 
Under the assumed parameterization for a 6dB 
shadowing std, up to ~12Mbps, or ~55% improvement in 
the average rate of the one-to-many service to receivers, 
can be achieved. 

Figure 4 presents CDFs of throughputs among 
receivers given a shadowing std of 6dB and a random 
walk step size std of 10m, for unicast/multicast 
configuration update intervals of 1 time unit and 10 time 
units. This Figure further illustrates the potential for 
capacity utilization improvement through frequently 
updating the unicast/multicast configuration among 
receivers, whereby the average performances equate to 
an improvement for the service from ~1.3b/s/Hz to 
~1.8b/s/Hz. Moreover, these plots show that not updating 
the configuration, or updating less often, has the effect of 
increasing the uncertainty in the throughput that will be 
achieved among receivers. This has implications for the 
types of services that can be reliably supported. 
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Fig. 4: CDFs of receiver throughputs under a shadowing standard 

deviation of 6dB and a random walk step-size standard deviation of 
10m, for dynamic unicast/multicast selection under configuration 

update intervals of 1 time unit and 10 time units, and for multicast alone 
 

C. Routing 
This section quickly analyses some cross-layer 

implications for wireless multi-hop/mesh routing. The 
objective here is to satisfy QoS requirements in an end-
to-end sense, hence the concern with the impact that 
local link characteristics for chosen routes will have on 
end-to-end performance. First considered are BERs, 
where the particular interest is with residual BER, i.e. the 
BER that remains after local link mechanisms have 
attempted to repair errors. Given a residual BER for each 
local link n of bn, failure at one or more of the links in the 
end-to-end path results in the failure of the bit. The 
probability of failure for the bit is therefore one minus 
the probability of success occurring concurrently at all 
links. This probability is 

∏
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This expression might also be considered in terms of 
PERs/FERs, etc. 

Concerning link delays, the delay contributions of all 
local links must simply be added together to create the 
end-to-end delay. However, link delays tend to vary 
considerably hence might commonly be expressed in 
terms of a delay probability density. The overall end-to-
end delay probability density in this case is therefore 
given as a convolution of all the delay densities for local 
links [5]. As regards end-to-end delay variability, which 
might be interpreted as one possible measure of jitter, 
one simple statistic for this is the coefficient of variation 
of the resulting end-to-end delay distribution. 

Concerning end-to-end capacity, the overall capacity 
of the end-to-end path is simply the minimum capacity of 
all local links. Given a CDF of capacity for local link n, 
F(x)n, the CDF of this minimum is simply one minus the 
product of all CCDFs over links [5]: 
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1) Costs of Chosen Routes 
Finally, there is a need to obtain some form of overall 

value of the “cost” of each possible route, and select a 
route based on the lowest “cost”. One approach is to 

normalize each factor contributing to the “cost” to 1, then 
take a weighted average of the contributing factors, 
where the weighting is in recognition that some factors 
contributing to the “cost” will be far more important than 
others (as decided, for example, by network operators). It 
might also be considered that there will be other factors 
in this cost, such as the literal financial cost to the user. 

Normalizing contributory factors to the cost is perhaps 
most easily done by introducing maximum acceptable 
bounds for each contributory factor, where it is noted that 
these bounds might be different based on the traffic class 
for example. Indicators such as BER/PER, delay, jitter, 
and financial cost might therefore be normalized through 

)()( / ithresholdiactuali CostCostCost =        (9) 
and capacity might be normalized using the inverse of 
this. The overall cost for a chosen route can then be 
obtained as 

∑=
i
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where αi is the weighing factor ( 10 << iα ) for the 
importance of cost factor i. 

V. CONCLUSION 
This paper has investigated some solutions and 

facilitators for cross-layer optimization involving the 
network layer. A method for the exchange of cross-layer 
parameters has been introduced, using IP options 
headers. Among the solutions analyzed and simulated, it 
has been shown that significant data-rate gains for one-
to-many services can be achieved through dynamically 
updating the unicast/multicast configuration among 
receivers. Some aspects of the characterization of 
network layer routing based on cross-layer QoS 
constraints have also been analyzed. 
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