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Summary

A square matrix S is called symmetric if ST = S.

A square matrix P is called orthogonal if PTP = I.

Let S ∈ Rn,n be a symmetric matrix. It is a theorem that

• the roots of p(x) = det(S − xI) are all real;

• eigenvectors v1,v2 associated to distinct eigenvalues
λ1, λ2 are orthogonal: v1 · v2 = 0;

• S is always diagonalizable.

It follows that one can choose an

• orthonormal basis of Rn consisting of eigenvectors of S;

• orthogonal matrix P such that P−1SP = PTSP is diagonal.


