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Abstract. Trustis a mechanism for managing the uncertainty about autonomous
entities and the information they store, and so can play an important roleg/in an
decentralized system. As a result, trust has been widely studied in muttiagen
systems and related fields such as the semantic web. Managing inforiaiadioin
trust involves inference with uncertain information, decision making daading

with commitments and the provenance of information, all areas to whid¢arags

of argumentation have been applied. Here we discuss the applicatiogwf ar
mentation to reasoning about trust, identifying some of the componentarthat
argumentation-based system for reasoning about trust would needttircand
sketching the work that would be required to provide such a system.

1 Introduction

Trust is a mechanism for managing the uncertainty abounauatous entities and the
information they store. As a result trust can play an impdrtale in any decentral-

ized system. As computer systems have become increasiisgfifpdted, and control in

those systems has become more decentralized, trust hd#ysbesscome an ever more
important concept in computer science.

Trust is an especially important issue from the perspedfvautonomous agents
and multiagent systems. The premise behind the multiagesteras field is that of
developing software agents that will work in the interedtgheir owners, carrying out
their owners’ wishes while interacting with other entitiés such interactions, agents
will have to reason about the amount that they should trustglother entities, whether
they are trusting those entities to carry out some task, ether they are trusting those
entities to not misuse crucial information.

This paper argues that systems of argumentation have arrtanpaole to play
in reasoning about trust. We start in Section 2 by brieflyeeimg work that defines
important aspects of trust and giving an extended examplehwliustrates some of
these aspects. Section 3 then briefly reviews some of the eor&asoning about trust
and identifies some of the characteristics of any effectypatesn for dealing with trust



information. Building on this discussion, Section 4 theguas that systems of argu-
mentation can handle trust and sketches a specific systengurhantation for doing
this. Section 5 then concludes.

2 Trust

As a number of authors have pointed out, trust is a concepighath complex and
rather difficult to pin down precisely and as a result, thee anumber of different
definitions in the literature. Thus, to pick a few specificraxdes, Sztompka [26] (cited
in [7]) suggests that:

Trust is a bet about the future contingent actions of others.

while Mcknight and Chervany [20], drawing on a range of érstdefinitions, define
trust as:

Trust is the extent to which one party is willing to depend omsthing or
somebody in a given situation with a feeling of relative ségueven though
negative consequences are possible.

and Gambetta [4] states:

Trust is the subjective probability by which an individuAl, expects that an-
other individual, B, performs a given action on which its fae¢ depends.

While these definitions differ, there are clearly some comralmments. There is a
degree of uncertainty associated with trust — whether esgaebas a subjective proba-
bility, as a bet (which, of course, can be expressed as activgi@robability [11]), or
as a “feeling of security”. Trust is tied up with the relatstrips between individuals.
Trust is related to the actions of individuals and how thag®as affect others.

It is also pointed out in a number of places that there arewfft kinds of trust,
what Jgsang et al. [12] call “trust scopes”. For example] it2s the classification of
[9] which identifies the following types of trust:

1. Provision trust:the trust that exists between the user of a service or respand

the provider of that resource.

2. Access trustthe trust that exists between the owner of a resource and thasare

accessing those resources.

3. Delegation trustthe trust that exists between an individual who delegatgsomesi-
bility for some action or decision and the individual to winibat action or decision
is delegated.

. Identity trust:trust that an individual is who they claim to be.

5. Context trusttrust that an individual has in the existence of sufficiefrastructure

to support whatever activities that individual is engaged i

N

We illustrate some of these different types of trust withfihllowing example.



Alice is planning a picnic for a group of friends. She asksiacbamongst
some of her aquaintances for ideas about where to hold thiepRob suggests
a park a little way outside of the city where he goes quite laetyu(provision
trust, relating to information) — he says it is quiet and easyet to. Carol says
she has never been to the park herself, but has heard thatgeeate terrible
(provision trust, relating to information).

Alice decides that the picnic will be a potlutkAlice asks David to bring
potato salad (delegation trust) and Eric says he will brirea from the bak-
ery near his house (provision trust, relating to a good)nFféers to bake a
cake (provision trust, relating to a good). Carol says shleméke her famous
barbeque chicken, cooking it on the public barbeques thiaeAlelieves are
provided by the park (context trust).

The picnic is scheduled for midday. George arranges to gicklice from
her house at 10am in order to drive her to the park (Alice dbésne a car).
Harry, who can borrow a minivan (access trust), offers ttecbkeveral people
from their homes and stop on the way to buy a case of beervihin,is going
to ride with George, says he’'ll bring a soccer ball so they alhplay after
lunch. John asks if he can bring a friend of a friend, KeithpmhJohn has
never met, but whom John knows will be visiting the city andim®ccupied
that day (identity trust).

As Alice makes the arrangements, she is obviously trustiogaf people to make sure
that the plan comes together in ways that are rather distinct

Bob and Carol are providing information. To decide whetbeyd to the park, Alice
has to factor in the trustworthiness of that information étiding this, she has to take
into account how reliable Bob and Carol are as informati@vigiers, not least because
the information that they have gven here is contradictohg Biight judge that what
she knows about Bob (that he goes to the park often) makes bim trustworthy than
Carol in this regard (though in other contexts, such as wiseidéhg what film to see,
she might value Carol’s opinion more), and the fact that Oan@lying on information
from yet another person might strengthen this feeling (quadly, make Alice value
Carol’s opinion about the park less).

The trust involved in handling the information from Bob andr@ seems to be
some what different to the handling of trust when considgtire makeup of the meal.
Here Alice has to balance not the reliability of the informoatthat people provide, but
thecommitmentghey are making, the extent to which Carol, David, Eric, Ffaeorge,
Harry and lain will do what they say they will do. Carol may béeearibly unreliable
source of information about parks, and thus untrustwonththat regard, but a superb
provider of barbequed chicken, and one who has never failbdrg that chicken to a
potluck when she says that she will. In contrast, Alice magvkithat Fran saying she
will bake a cake means very little. She is just as likely todakokies, or realise late
the night before the picnic that she has no flour and will havbring a green salad
instead (thus ruining the meal). David, on the other handuite likely not to make

4 “Pot luck” means that all the guests are expected to bring somethingilhebmtribute to the
meal, typically an item of food or a beverage.



potato salad; but if he doesn't, he can be relied upon to subsi with some close
approximation, a pasta salad for example.

In other words, an individual can be an untrustworthy sowfdaformation, but a
trustworthy provider of services, or indeed an untrustiwprovider of services but
a very reliable information source (it is perfectly possitiat Fran only ever provides
correct information despite her food-related flakinessheré are different dimensions
of trust for different services that are provided (hereginfation and food items). We
distinguish this by talking of theontextof trust. Similarly, the failure of an individual
to fulfill their commitments is not necessarily binary — hdwey fail can be important.

There are also other aspects to the failure of a commitmariiods have time and
location components. If George is a few minutes late piclihge up, it may not affect
the picnic. If he is an hour late, that might be catastropiilte has the wrong address,
then even if he arrives at that (wrong) location at 10am, theeess of the picnic is
in danger. And if Harry can't find his way to the park, there Wdire any soccer after
lunch even if he successfully collected everyone and botighbeer just as he said he
would. However, as long as he arrives while the picnic is gain, then his passengers
have a chance to enjoy themselves, though the later hegriheless chance that they
will have a good time.

3 Reasoning about Trust

As discussed above, a key aspect of trust is that it stemstfierrelationship between
individuals or groups of individuals. This means that it iekative notion — Alice and
Bob may have different views about Carol’s trustworthinesand thus thaprovenance
is important in reasoning about trust [6]. A situation thééep arises is one where it is
necessary to combine different people’s information albaust and when this is done,
it is important to know where information about trust is cagfrom.

In this context, Jgsang et al. [12] distinguish betwkattionaltrust, the trustin an
individual to carry out some task, amneferral trust, the trust in an individual's recom-
mendation. Thus, in our example, Alice’s reasoning abour@ass offer of a lift, and
Carol's offer to bring chicken arfunctionaltrust — Alice is thinking about George’s
reliability as a provider of lifts and Carol’s reliabilitysa provider of chicken. However,
if Alice were to ask Carol for a recommendation for a good batcthen Alice would
base her assessment of Carol's answer on her (Alice’s)sssaest of Carol’s ability to
make good recommendations, an instance of referral trimke what Carol expresses
about her butcher is another instance of functional trust.

As [12] points out, the fact that Carol trusts her butcheruppty good meat is not
necessarily a reason for Alice to do the same, and it ceytanit a reason for Alice to
trust the butcher in any more general context (to do a goodfjphinting Alice’s house,
for example). However, under certain circumstances — apaiticular when the trust
context is the same, as it is when Alice is considering theafisgarol's butcher as a
provider of meat [14] — it is reasonable to consider trust to be transitive. ThuiseAl

5 Depending on the butcher, of course, even this might be too broadtaomtext — perhaps
the butcher provides excellent chicken and beef, but can only suptiffeirent pork and his
game has never been hung for long enough.



can consider combining her direct assessment of Carobsredftrustworhiness in the
food domain, with Carol’s direct assessment of her butsHarictional trustworthiness
to derive anindirect functional assessment of the butcher.

Given this transitivity, the notion of aiust networkthen makes sense. If Alice can
estimate the referral trustworthiness of her friends, &ey tan do the same for their
friends, then Alice can make judgements about recommenmdashe receives not just
from her friends, but also from the friends of her friendsd&meir friends and so on).
The question is, what is a reasonable way to represent thigatationally?

At the moment there is no definitive answer to the questionth&sdefinitions of
trust cited above suggest, one way to model trust is to use orm of subjective
probability — Alice’s degree of trust in Bob’s park recommdation is a measure of her
belief that she will like the park since Bob says that he littespark.Eigentrust[15]
is a mechanism, derived for use in peer-to-peer networkgdtablishing a global trust
rating that estimates how much any individual should trastlaer. While such a global
rating, based as it is on performance, is reasonable fortpgeeer systems, it has been
argued [6] that in the kind of social networks we are disqugsiere, it is necessary to
capture the fact that, for example, Alice and Bob can have difierent estimations of
Carol's trustworthiness (and, as we have argued, that tliegave different ratings for
Carol’s trustworthiness in different contexts).

Subjective logic [13] is a formalism for capturing exactiysaspect of trust, and for
inferring the degree of trust existing between two nodestinst network. Based on the
Dempster-Shafer theory of evidence [25] it computes a nreabat is a generalisation
of probability, distinguishing belief in the reliabilityf@n individual, disbelief in the
reliability, and the potential belief that has not yet beetednined one way or another
(termed the “uncertainty”). Singh and colleagues [10, 2é)wle extensions of the ap-
proach, the former looking at how best to update the meastinest one individual has
in another depending on their experience of interactiohssTAlice may have her high
regard for Carol’s food-related recommendations damagealtind experience with a
supplier that Carol recommends. Subjective logic is notothig approach to handling
this problem. For example, Katz and Golbeck [16] describalgarithm called Tidal-
Trust for establishing the trust betweesaurcenode (representing the individual doing
the trusting) and ainkmode (representing the individual being trusted). Laterkvixy
Kuter and Golbeck provides tleJNNY algorithm [18] which is reported to outperform
TidalTrust on a benchmark database of trust information.

4 Argumentation and Trust

The Trust field, including sample literature discussd abgixes us methodologies for
computingtrust, while the Argumentation field can give us methodaedbrreason-
ing about trust. In short, we believe that argumentation carigeca mechanism for
handling many of the aspects that we need to capture abatitatiwe discuss at some
length in this section.



4.1 Argumentation in general

As we have discussed above, there are two major aspectetthtmbe handled by any
representation of trust — we need to handle measures of smdtwe need to handle
the provenance of trust information. Both of these are piediby several existing
argumentation systems.

Some approaches to argumentation, for example abstramtages such as that
of Dung [3] and its derivatives, treat arguments as atomjeatb. As a result, they say
little or nothing about the internal structure of the argutrend have no mechanism to
represent the source of the information from which the ampuns constructed. Such
systems can represent the relationship between argumartggcks”, and “b attacks
c"), but cannot representhythis is the case. As a result, such systems cannot capture
the fact thata attacksb becausé is based on information from souregand there is
evidence that sourcgis not trustworthy.

There are, however, a number of existing systems that eg¢mdth more detailed
information about the argument. One system system is thatragfoud [1], where an
argument is taken to be a p@H, h), h being a formula, theonclusiorof the argument,
andH being a set of formulae known as tgeundsor supportof the argument. Con-
clusion and support are related. In particular, [1] reqliratH be a minimal consistent
set of formulae such that - hin the language in which andH are expressed. This
means of representing the support is rather restrictedetigmts the support as a bag
of formulae with no indication as to how they are used in thestaction of the argu-
ment, and without recording any of the intermediate stepis. éasy enough to see if
another argumemebuts(H, h), meaning that the conclusion of this second argument is
the negation of, and it is also quite simple to establish if the conclusiothefsecond
argument contradicts any of the groundslifwhich in some systems of argumentation
is known asundercutting. However, other forms of relationship are harder to eghbl
For example, in some cases it is interesting to know if anragqt contradicts any of
the intermediate steps in the chain of inferences betweandh.

Since the information about the steps in the argument carsdkely some systems
of argumentation, for example [5] and [22], record more letaout the proof oth
from H as part of the grounds. Some, including the system [19] wivetwill discuss
in more detail below, go as far as to record the proof rules irselerivingh from H,
permitting the notion of “attack” to include not only the éntmediate conclusions but
also the means by which they were derived.

Another problem with Dung’s argumentation system from tkespective of rea-
soning about trust is that it has no explicit means to repitedegrees of trust. In [3]
the important question is whether, given all the argumemas @are known, a specific
argument should be considered to hold. While one could aattsrsystem for reason-
ing about trust in this way — the critical point, after all,aften whether someone’s
argument is trustworthy or not — the prevelance of numeriwahsures of trust in the
literature leads us to want to represent these.

Systems like that of Amgoud [1] provide one means of handiingh measures,
allowing formulae to have preference values attached tmtfide values propagate to
arguments and are taken into consideration when reasohmg ¢he relationship be-
tween arguments (roughly speaking, strong arguments siffulye attacks of weaker



arguments). This approach seems a little too restrictivedaling with trust, but there
are systems that are more flexible. One example is the workexf € al. [21], which
allows formulae and arguments to be weighted with the beééfes used by Jgsang’s
subjective logic [13]. A more abstract approach is that ot Fo/] where values to
represent belief in formulae are picked from some suitalitdonary of values, and
propagated in a suitable way through the proof rules thauseel to construct argu-
ments. Arguments are then triples of conclusion, suppod\alue, and such systems
are close to the notion oflabelled deductive systef®] (though they pre-date labelled
deductive systems by some years).

4.2 A suitable argumentation system

Having given a high level description of how argumentatiam ¢elp in handling a
number of the aspects of reasoning about trust, we give a deteled example of
using a specific system of argumentation. The system weillessrthe systeriiL that
we introduced in [19], notable because it explicitly représ the rules of inference
employed in constructing arguments in the support of tharaemt (which then makes
it possible to dispute the application of those rules).

We start with a set of atomic propositions includifigand L, the ever true and ever
false propositions. The set of well-formed formulaéfe), labeled’, is comprised of
the set of atomic propositions closed under the connecfives-, A, V}. £ may then
be used to create a databasevhose elements are 4-tuples:

(6:G:R:d)

in which each elemernt is a formulae,G is the derivation of that formuleR is the
sequence of rules of inference used in the derivationdaed suitable measure.

In more detailg is awff from £, G = (6p, 61, ...,6n_1) is an ordered sequence of
wifs, withn > 1, andR = (F,F»,...,Fn) is an ordered sequence of inference rules,
such that:

O F1 61 F2 Oy ... Oy Fn 0

In other words, each elemefit € G is derived from the preceding elemeht ; as a
result of the application of the k-th rule of inferenég, (k=1,...,n—1). The rules
of inference in any such sequence may be non-distinct. ThaisdR together provide
an explicit representation of the way tifavas inferred.

The element = (d;,ds,...,d,) is an ordered sequence of elements from some
dictionaryD. For reasoning about trust, these elements could be a ntahareasure
of trust, or some linguistic term that indicates the trustha relevant inference, for
example:

{very reliable reliable, no opinion somewhat unreliablezery unreliablé

We also permitvffs 0 € L to be elements of, by including tuples of the forngé :
0 :0:0), where each) indicates a null term. (Such tuples represent informatian t
has not been derived — basic premises may take this formg that the assignment
of labels may be context-dependent, i.e.,dhassigned té-; may also depend ofy_;.
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A
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AFTCR(Q G:R: d) andAI—TCR(¢>:H:S:é)
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Abter(¢:G® (¢) : R® (Fap2) 1 d® (da_g2))
v-l1 AFTCR(G:G:R:a)
Abcr(0V o :G@(0V ) : R® (Fy 1) d@ (dyq))
V-l A"TCR((ZS H:S: e)

A Frecr(@Ve:H® OV @) :S® (Fy2) : €® (ey2))

AbFrcr(V ¢:G:R:d) and

V-E AO:0:0:0)Frer(y:H:S:8 and A, (¢:0:0:0) Frer(y:J:T: ).
Abrecr(7:GOH®I® (7) :ROS®OT® (Fy.p):d®ef ® (d,.E))

AO:0:0:0)Frer(L:G:R: a)

_'_IA}—TCR(ﬂG:GQ@(ﬂ@) R®(F_):d® (d))

i A}—TCR(H:G:R:a) and Abrcr (=0 :H:S: @)
AFter(L:GOH® (L) :R®S® (F—g):d®e® (d__g))

Abter (=0 :G: R:a)
Abrer(0:G® (0) : R® (F—.g) : d® (d—.E))

—-

A 0:0:0: @)l—TcR(qﬁ G:R:d)
A"TCR(Q—%? G® (0 —9¢):R®(F_):de(d_))

. Abrcr(0:G:R:d) and Abrcr (0 — ¢ : H:S: @)
A}—TCR(d):G@H@(gf)):R®S®(|‘_>_E):d®é®(d_>_E))

Fig.1. The TL Consequence Relation



This is the case for statistical inference, whereghmlue depends on characteristics of
the sample from which the inference is made, such as its size.

With this formal system, we can take a databasend use the consequence re-
lation rcr defined in Figure 1 to build arguments for propositions oéiiest. This
consequence relation is defined in terms of rules for buildiew arguments from old.
The rules are written in a style similar to standard Gentzewofprules, with the an-
tecedents of the rule above the horizontal line and the cpese below. In Figure 1,
we use the notatio® ® H to refer to that ordered sequence created from appending
the elements of sequentkafter the elements of sequen@eeach in their respective
order. The rules are as follows:

Ax The rule Ax says that if the tupl@ : G : R: d) is in the database, then it is possible
to build the argumentd : G : R : d) from the database. The rule thus allows the
construction of arguments from database items.

The rule A-I says that if the argument® : G : R: d) and(¢ : H : S: & may

be built from the database, then an argumentfarg may also be built. The rule
thus shows how to introduce arguments about conjuncticgiagut requires an
inference of the formd, ¢ - (6 A ¢), which we denote

N~

FA-l

in Figure 1. This inference is then assigned a valué,Qf .

A-E The rulen-E1 says that if it is possible to build an argument for ¢ from the
database, then it is also possible to build an argumen.fdhus the rule allows
the elimination of one conjunct from an argument, and itsrageires an inference
of the form:0 A ¢ - 6. A-E2 allows the elimination of the other disjunct.

V-l The ruleVv-I1 allows the introduction of a disjunction from the lefsflinct and the
rule v-12 allows the introduction of a disjunction from the righsginct.

V-E The rulev-E allows the elimination of a disjunction and its replacetiay tuple
when that tuple is a TL-consequence of each disjunct.

—-I The rule—-I allows the introduction of negation.

—-E The rule—-E allows the derivation of_, the ever-false proposition, from a contra-
diction.

——-E The rule——-E allows the elimination of a double negation, and thus fitsrthe
assertion of the Law of the Excluded Middle (LEM).

—-| The rule —-I says that if on adding a tupl@ : @ : ¢ : () to a database, where
0 € L, itis possible to conclude, then there is an argument fér— ¢. The rule
thus allows the introduction of> into arguments.

—-E The rule—-E says that from an argument férand an argument fat — ¢ it is
possible to build an argument fér The rule thus allows the elimination ef from
arguments and is analogous to MP in standard propositioga.|

This is an intentionally abstract formalism — syntactigatbmplete, but without a
specified semantics. The idea is that to capture a specifi@aidiormve have to identify
a suitable dictionary from which to construct tend that this set of values will de-
termine the mechanism by which we can compute an overaleviahum the sequence



of d;. For example, if one wanted to use Jgsang’s subjective,ltga the mechanism
for combining thed;'s would be taken from [13]. If one wanted to quantify trusings
probability, then the combination rules would be thoseaded by probability theory
(for example using [28]). If one wanted to use the dictionaagntioned above (“very
reliable” and so on) then it would be necessary to deterntiaeight way to combine
these values across all the inference rules in Figure 1.

Even without specifying these mechanisms, it should be thed whatever means
we use to quantify trust in combination witfiL, the formalism can both capture trust
values and the precise source of information used. It is p¢ssible to go further.
The fact thafTL includes explicit reference to different forms of infereradlows us to
capture the fact that inferences may differ depending orsthiece of the information
on which they are based — we might want to make different exfees depending
on whether the source was something we have direct exper@nar something that
comes from a trusted source, or something that comes fromtamstied source.

4.3 Extensions

The previous sections have argued that systems of argutioentan provide the core
functionality required to reason about trust. Here we discwow systems of argumen-
tation, especially the systeifL sketched above, can provide additional mechanisms
that are important in dealing with trust.

First, argumentation systems explicitly allow the reprgagon of different points
of view. The systenTL we have sketched above provides us with the rules for con-
structing arguments, and it does not limit the number of eugpts that one can con-
struct for a specific conclusion. Thus, the databdsenay contain information that
represents a number of different assessments of the tmibiness of, for example, a
source of information. This might be done through the indou®f a number of tuples
(0 : G : R : d) with different Gs, representing different views of the sources, and
differentds representing different assessments of trustworthifféssse pieces of in-
formation could then be used to make different inferencéth any potential choice
between conclusions being made on the basis of the reldwaites.

That is one, fairly simple, way to represent different vieings. Another would be
to have different argumentation systems represent thesvidvdifferent individuals,
and to use the mechanisms of argumentation-based dialtigee¢hose discussed in
[24, 8]) to explore the differences in the views of trust amdttempt to resolve them. In
such a combination, the individual argumentation systeansbe constructed usifg.,
and would then reason about trust based on a single viewfdiatinteraction between
different viewpoints is then captured by the dialogue maddras of [24, 8], enabling a
rational discourse about trust issues.

Another important aspect of reasoning about trust, adddess[10] for example,
is the need for an individual to be able to revise the trust tteve in another based on
experience. Revision of beliefs is not a subject that has kégely considered within
the argumentation community, but [23] suggests some appesato the subject, and
these can be implemented on topTdf. This would allow us to represent the case in
which one individual revises its view of a source as a redutbasidering information
provided by another individual.



5

Conclusion

This paper has presented the case for using argumentatiamashanism for reasoning
about trust. Starting from some of the many views of trustresged in the literature,
we extracted the major features that need to be represeatisedssed formalisms for
handling trust, and then suggested how argumentation teulded for reasoning about
trust. We sketched in some detail how a specific system ofaegtation,TL, could be
used in this way and identified some additional argumentdtmsed mechanisms that
could be of use in dealing with trust.
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