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Sometimes interesting subsets of factors of a string $S$ of length $n$ can be described concisely (e.g. property pattern matching).

We show how to enumerate and count distinct factors represented compactly by package representations.

A package ( $i, \ell, k$ ) represents the factors of $S$ of length $\ell$ that start in the interval $[i, i+k]$.

$$
\begin{array}{llllllllllllllllll}
\mathrm{b} & \mathrm{a} & \mathrm{~b} & \mathrm{c} & \mathrm{a} & \mathrm{~b} & \mathrm{c} & \mathrm{a} & \mathrm{~b} & \mathrm{c} & \mathrm{a} & \mathrm{~b} & \mathrm{c} & \mathrm{a} & \mathrm{~b} & \mathrm{~b} & \mathrm{~b} & \mathrm{a} \\
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\end{array}
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## Preliminaries

## Period

A positive integer $p$ is a period of a string $S$ if $S[i]=S[i+p]$ for all $i=1, \ldots,|S|-p$.
The smallest period $\operatorname{per}(S)$ is the period of $S$.

A string $S$ is periodic if $\operatorname{per}(S) \leq|S| / 2$.
E.g. abcabcab is periodic with period 3.
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## Theorem [Kolpakov-Kucherov, FOCS 1999] <br> A string of length $n$ has $\mathcal{O}(n)$ runs and they can be computed in $\mathcal{O}(n)$ time.

In particular, an algorithm of [Crochemore et al., TCS 2014] extracts the distinct squares of a string from its runs in $\mathcal{O}(n)$ time.
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A string of length $n$ has $\mathcal{O}(n)$ generalised runs and each of them yields one package.
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## Remark

This is related to computing the subword complexity of $S$.
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```
b a b c a bl c c a b c a b c a b b b a L b LPF[6]=10
1

\section*{A Special Case}
\(\mathcal{F}\) is a special package representation if every occurrence of every factor represented by \(\mathcal{F}\) is captured by some package in \(\mathcal{F}\). (Our package representation for squares is special.)

\section*{Aim: Compute leftmost occurrences.}

We use the longest previous factor array \(\operatorname{LPF}[1 . . n]\).
```

b a b c a
1
leftmost

```
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\section*{Observation}

If \(\mathcal{F}\) is special,
\[
\operatorname{Factors}(\mathcal{F})=\bigcup_{(i, \ell, k) \in \mathcal{F}}\left\{S[j \ldots j+\ell): j \in[i, i+k] \cap \text { Smaller }_{\ell}\right\}
\]
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We show an implementation of this idea in \(\mathcal{O}(n+m+\mid\) output \(\mid)\), using the Union-Find data structure of [Gabow-Tarjan, JCSS 1985].
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We obtain an \(\mathcal{O}(n+m)\)-time algorithm by showing how to optimally answer these queries.
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Hence, \(|\Pi|=\mathcal{O}(n \log n+m)\).
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We ensure that each package represents factors with the same period. Each package yields at most two pairs of paths.
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