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- Based on black-boxes from planar graphs.
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$\mathcal{O}\left(n / 2^{i}\right)$ distance matrices change at level $i$.
Each of them is recomputed from four distance matrices of the previous level in $\mathcal{O}\left(2^{i} \log \left(2^{i}\right)\right)$ time using distance multiplication.

The total update time is thus $\mathcal{O}\left(n \log ^{2} n\right)$.
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Next: An $\tilde{\mathcal{O}}(n \sqrt{n})$-time algorithm for integer weights of size $n^{\mathcal{O}(1)}$ using techniques for computing shortest paths in planar graphs.

## MSSP

## Multiple Source Shortest Paths (MSSP) [Klein; SODA 2005]

We can construct in nearly-linear time (in the size of the graph) a data structure that can report in logarithmic time the distance between any node on the infinite face and any node in the graph.
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|  | a | a | C | b | c | d | d | a | a | e | a | d |
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| e |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  |  |  |  |  |  |

We maintain a DDG for each piece $P$ with the set of "boundary" vertices as $\partial P .|P|=\Theta(n),|\partial P|=\Theta(\sqrt{n})$.
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| C |  |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  |  |  |  |  |  |  |
| d |  |  |  |  |  |  |  |  |  |  |  |  |  |
| e |  |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  |  |  |  |  |  |  |

Each update in one of the strings affects $\mathcal{O}(\sqrt{n})$ pieces. The DDG information for each piece is recomputed in $\tilde{\mathcal{O}}(n)$ time using MSSP.

## Algorithm for Large Weights

|  | a | a | C | b | c | d | d | a | a | e | a | d |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a |  |  |  |  |  |  |  |  |  |  |  |  |
| b |  |  |  |  |  |  |  |  |  |  |  |  |
| b |  |  |  |  |  |  |  |  |  |  |  |  |
| b |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  |  |  |  |  |  |
| d |  |  |  |  |  |  |  |  |  |  |  |  |
| e |  |  |  |  |  |  |  |  |  |  |  |  |
| C |  |  |  |  |  |  |  |  |  |  |  |  |

We run FR-Dijkstra on the union of $\mathcal{O}(\sqrt{n} \cdot \sqrt{n})=\mathcal{O}(n)$ DDGs. The runtime is $\tilde{\mathcal{O}}(n \sqrt{n})$, since each DDG has $\mathcal{O}(\sqrt{n})$ vertices.
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Extension:

- We can in fact also handle copy-paste operations.

Open problems:

- Can we do better than $\tilde{\mathcal{O}}(n \sqrt{n})$ for large weights?
- What if one string is given as a straight-line program (SLP)? [Tiskin; arxiv 2007]: The LCS of a standard string of length $n$ and a string given by an SLP of size $N$ can be computed in $\tilde{\mathcal{O}}(n \cdot N)$ time.
- How about maintaining an approximation of the edit distance/ LCS in the dynamic setting? [Andoni-Nosatzki; arxiv 2020]: The edit distance can be $\mathcal{O}(1)$-approximated in $\mathcal{O}\left(n^{1+\epsilon}\right)$ time for any $\epsilon>0$. [Mitzenmacher-Seddighin; STOC 2020]: Dynamic LIS and distance to monotonicity.


## Thank you for your attention!

