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Abstract—A standard assumption in network information
theory is that all nodes are informed at all times of the operations
carried out (e.g., of the codebooks used) by any other terminal in
the network. In this paper, information theoretic limits are sought
under the assumption that, instead, some nodes are not informed
about the codebooks used by other terminals. Specifically, ca-
pacity results are derived for a relay channel in which the relay is
oblivious to the codebook used by the source (oblivious relaying),
and an interference relay channel with oblivious relaying and
in which each destination is possibly unaware of the codebook
used by the interfering source (interference-oblivious decoding).
Extensions are also discussed for a related scenario with standard
codebook-aware relaying but interference-oblivious decoding.
The class of channels under study is limited to out-of-band (or
“primitive’’) relaying: Relay-to-destinations links use orthogonal
resources with respect to the transmission from the source en-
coders. Conclusions are obtained under a rigorous definition of
oblivious processing that is related to the idea of randomized
encoding. The framework and results discussed in this paper
suggest that imperfect codebook information can be included as a
source of uncertainty in network design along with, e.g., imperfect
channel and topology information.

Index Terms—Codebook information, femtocells, interference
channel, relay channel, robust coding.

I. INTRODUCTION

STANDARD, and often implicit, assumption in network-

information theoretic analyses is that the design of the en-
coding and decoding functions of all nodes in the network can be
performed jointly. As an example, consider the relay channel, in
which the operation at the relay terminal is assumed to be jointly
designed with the encoding/decoding functions at the source
and destination, respectively. Another example is the interfer-
ence channel, in which each decoder is assumed to be aware not
only of the codebook of the intended source, but also of that of
the interfering source (see, e.g., [1] and [2]).
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The assumption of joint network-wise design and full code-
book knowledge becomes problematic in scenarios when com-
plexity and robustness of network operation and signaling over-
head are primary concerns. In fact, this standard approach im-
plies that all nodes must be potentially aware at all times of any
change in, say, the codebooks (e.g., modulation) used by any
other terminal in the network, or of the addition of new nodes
or failure of existing ones. The question thus arises as to whether
one can build an information-theoretic understanding of the per-
formance limits of a given network waiving the assumption of
full codebook knowledge. In equivalent terms, one may want to
impose some form of robustness to the uncertainty at a terminal
regarding the codebooks employed by other nodes.

The question posed above was, to the best of the authors’
knowledge, first formulated in [3], where the assumption of
lack of codebook information was referred to as oblivious pro-
cessing. The scenario studied in [3] consists of a multi-relay
channel with a single source and destination without a direct
link between them. Transmission from each of the relays is as-
sumed to be out-of-band, in the sense that it takes place over an
orthogonal, dedicated, link.! Under the assumption of oblivious
processing (relaying), to be reviewed below, upper and lower
bounds on the capacity were derived.

In this work, we further elaborate on the question at hand, by
studying the two basic models shown in Fig. 1. The firstis arelay
channel in which the relay is oblivious to the codebook shared
by source and destination (oblivious relaying, Fig. 1(a)); The
second is an interference channel in which we have oblivious
relaying and, furthermore, each destination may be unaware of
the codebook of the interfering source [interference-oblivious
relaying, Fig. 1(b)]. To simplify the analysis, and to model com-
munication scenarios of current interest, such as cellular sys-
tems with femtocells (see discussion in Section VI), we assume
out-of-band relaying, as in [3]. Following the nomenclature of
[4], we refer to these models as Primitive Relay Channel (PRC)
and Primitive Interference Relay Channel (PIRC), respectively.
Our main contributions are as follows:

* We revisit the definition of oblivious processing of [3]
and propose a variation that allows time-sharing (while
still enforcing lack of information about the codebooks) in
Section II;

* We derive the capacity of the PRC under the con-
straint of oblivious relaying with enabled time-sharing in
Section III. The main contribution here is in the converse
part since achievability follows from well-known Com-
press-and-Forward techniques [11];

1Qut-of-band relaying is also referred to as primitive in the literature [4]-[6].
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Fig. 1. Two channel models considered in this paper. (a) PRC where the relay is
not aware of the codebook shared by source and destination (oblivious relaying).
(b) PIRC with oblivious relaying and where each destination may not be aware
of the codebook of the interfering source (interference-oblivious decoding).

(®)

» Exploiting the result above for the PRC, we obtain the ca-
pacity region of the PIRC under the constraint of oblivious
relaying and interference-oblivious decoding with enabled
time sharing in Section IV;

e We derive the sum-rate capacity of a symmetric PIRC
under the constraint of oblivious relaying with enabled
time-sharing in Section IV;

* We discuss a PIRC with interference-oblivious decoding
and enabled time-sharing, but where the relay is cognizant
of the codebooks (i.e., standard codebook-aware relaying):
The capacity region is obtained for a special modulo-addi-
tive noise model in Section V.

It should be finally mentioned that general capacity results
for the channel models at hand are unavailable (see, e.g., [4]).
The conclusive results obtained in this work are made possible
by the constraint of oblivious processing, which limits the set of
possible transmission strategies.

Notation: Standard definitions [1,n] = {1,2,...,n} and
X™ =[X1,Xa,...,X,] are used; Capital letters generally de-
note random variables, while a realization thereof is represented
by a lowercase letter; Probability mass functions (pmfs) are de-
noted as px (z) = Pr[X = z] o, for short, by identifying the
random variable via the argument as p(z) = Pr[X = z];|S]|
denotes the cardinality of set S.

II. SYSTEM MODEL

We study the PRC and PIRC with oblivious processing
sketched in Fig. 1 and detailed in Figs. 2 and 3, respectively.
In the PRC a single source-destination pair is aided by a relay,
whereas in the PIRC two mutually interfering source-desti-
nation pairs are aided by a relay. Since the PRC is a special
case of the PIRC, we will often detail the system model only
for the PIRC. We use the term “primitive” in a similar fashion
to [4] to mean that the relay is connected to the destinations
via two dedicated finite-capacity links, which are out-of-band
(orthogonal) with respect to the transmissions by the sources.
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Fig. 2. PRC with oblivious relaying: The relay is not informed about the real-
ization of the codebook, which is indexed by F'.
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Fig. 3. PIRC with oblivious relaying and interference-oblivious/aware de-
coding: The relay is not informed about the codebooks F, F» selected by the
two transmitters, and the destinations are unaware/aware of the codebook of
the interfering encoder.

The PIRC consists of: i) A discrete memoryless channel
(DMC) (X1, X2, p(y1,Y2,y3 | 21,22), D1, V2, )s) that relates
the transmissions from the two sources, X;; € A; and
X2 € Xy, to the symbols received by the two destinations,
Yi: € ViandYs, € ), and by therelay, Y3, € Vs, t € [1,n];
ii) Two orthogonal links between the relay and each of the two
destinations of capacity C7 and Cs (bits/channel use),, re-
spectively, see Fig. 3. The operation of the PIRC prescribes
standard encoding by the sources over n channel uses of the
DMC; The relay receives Y3" and maps it into messages S7 and
Ss of nCy and nC), bits, respectively, which are sent to the two
destinations; Each jth destination, 7 = 1,2, decodes based on
the received signals YJ" (on the DMC) and S; (from the relay).

For the PRC, there is only one source-destination pair, which
corresponds to setting X> = Y5 = () in the PIRC: In this case,
we drop the subscript 1 for the only source-destination pair for
simplicity, so that the PRC is defined by: i) The discrete mem-
oryless channel (X, p(y, ys | z), Y, Vs); ii) The orthogonal link
between relay and destination, of capacity C' (bits/channel use),
see Fig. 2. The operation of the PRC follows that of the PIRC
discussed above. We will also consider a Gaussian model with
power constraints, instead of the discrete memoryless model, to
be introduced later.

Design of encoding and decoding at sources, destinations and
relay must satisfy the oblivious processing constraint, which is
discussed next.

A. Oblivious Processing

Oblivious processing was first introduced in [3]. The basic
idea is that of using randomized encoding (see, e.g., [7]) to
model lack of information about the codebooks: The encoders



2882

select their codebooks randomly, and “oblivious” nodes are not
informed about the currently selected codebook, while nodes
that are aware of the codebooks are given such information.
Specifically, the codeword X" (F, W) transmitted by any en-
coder (we temporarily drop the user subscript to simplify the
notation) depends not only on the message W, but also on the
index F', which runs over all possible codebooks of the given
rate R, i.e., F € [1,|X|"2""], and is selected randomly. Obliv-
ious nodes are not informed about the codebook index F'. More-
over, the following condition is imposed on the design of the
randomized codes.

Definition 1: A (n, R) code for oblivious processing is a pair
(pr,d™), where pp(f) is a pmf over the set of codebooks f €
[1,]X]"2""] and ¢" is a function

211R

" 1, ]X"F ] x 1,278 — & (1)

which maps a codebook index f € [1,|X|"2""] and a message

w € [1,2"7] into a codeword z"(f,w) = ¢"(f,w). The pair
(pr,¢™) must satisfy

Pr[X"(F, W) = "] = [[px(=:) 2)

i=1

for some pmf px(z),z € X, where Pr[-] is calculated with
respect to the joint distribution of F' and W

prw(f,w) =prp(f) 27" 3)

for (f,w) € [1,12["2""] x [1,2"7),

Remark 1: Condition (2) states that, when averaged over the
probability (3) of selecting a given codebook F' and over a uni-
form distribution on the message set, the transmitted codeword
has a product distribution, and, in particular, it has indepen-
dent identically distributed (i.i.d.) entries with a pmf px (). In
essence, this means that an oblivious node, not informed about
codebook F' and message W, sees a signal X™(F', W) that lacks
of any structure, being i.i.d. This is in contrast to what happens
to codebook-aware nodes: In fact, for any fixed (good) code
F = f the probability Pr[X™(F = f,W) = z"|F = f] does
not have a product form [8]. In other words, a node that is in-
formed about the codebook F' = f sees a structured codeword
X"(F = f,W), where the structure is provided by the code-
book.

Remark 2: As detailed in Definitions 3 and 4 below, we will
define the probability of error on average with respect to the
codebook and message distribution pg y (f, w) (3), similar to
the use of randomized encoding in the study of channels with
unknown states. However, the discussion above underlines the
fact that here randomized encoding is used solely as a means to
model oblivious processing, and not as a transmission strategy
to improve system performance as for channels with unknown
states [2]. In other words, the use of randomized codes here is to
be seen merely as a mechanism to model uncertainty about the
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codebooks at the oblivious nodes: The fact that the transmitters
pick their codebooks randomly is not thought of as representing
the actual communication scenario at hand, but as a rather nat-
ural way to model the obliviousness of some nodes to the actual
codebooks.

Remark 3: In [3], a code for oblivious processing was defined
by imposing a condition on the distribution pz( f) of codebook
selection, which leads to (2) (see [3, Lemma 1]). While the def-
inition given here is possibly less general, we feel that it is more
intuitive, and it does not modify the results. Also, note that func-
tion ¢™ in (1) can be chosen, without loss of generality, to iden-
tify all possible |X |”2nR codebooks of rate R over alphabet X.

Remark 4: The constraint of oblivious processing (2) limits
the set of available transmission strategies. For instance, it
rules out general “multiletter input distributions” schemes (see,
e.g., [9]) and also time-sharing. However, it does not exclude
standard “single-letter” coding schemes such as superposition
coding and rate-splitting strategies [10].

B. Oblivious Processing Revisited: Enabling Time-Sharing

As discussed in Remark 4, Definition 1 of oblivious pro-
cessing rules out time-sharing. This is because, conditioned on a
given time-sharing sequence ¢", i.e., on the set of time instants
where encoders switch among different codebooks [2], (2) is
generally not satisfied. Ruling out time-sharing may be justified
in that oblivious nodes, that are by definition not informed about
the codebooks, may be constrained to be unaware of a time-
sharing sequence as well. However, in some scenarios, it may
be more appropriate to assume that, while still uniformed about
the codebooks, oblivious nodes be at least informed about the
time-sharing sequence. Acquiring the latter is generally much
less demanding than obtaining the full information about the
codebooks.

An example that clarifies the difference between acquiring
the codebooks and acquiring the time-sharing sequence is the
following. With enabled time-sharing, the two encoders may ar-
range their transmission according to a Time Division schedule,
so that encoder 1 transmits for a certain fraction of time while
encoder 2 is silent (this may be marked, say, by setting ¢; = 1
for the corresponding time instants i € [1,n]), and then en-
coder 2 transmits for the remaining time instants while encoder
1 is silent (marked by ¢; = 2). When enabling time-sharing,
we assume that the oblivious node may obtain the information
about which node is transmitting at a certain time, i.e., about the
time-sharing sequence ¢", but not about which specific code-
book is being used by the transmitting node.2

The following alternative definition of codes for oblivious
processing enables time-sharing.

Definition 2: A (n, R) code for oblivious processing with
enabled time-sharing is a pair (pp|o~ , "), where ppjon (f[q™)
is a conditional pmf over the set of codebooks f € [1, |X |"2”R]

and the set of time-sharing sequences ¢" € Q", for some finite
21t should be emphasized that the concept of enabled time-sharing is broader

than the example above, since encoders may in principle also time-share among
different codes, and not merely between transmission and “silence.”
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alphabet Q, and ¢™ is a function (1) as in Definition 1. The pair
(PF|Qn, ") must satisfy

PrX"(F,W) = 2"(Q" = ¢"] = [[pxi(eila) @

i=1

for some conditional pmf px | (z]q), (z,q) € X x Q, where
Pr[-|Q™ = ¢"] is calculated with respect to the joint distribution
of F'and W

pewviar (o uld®) = prie (") - 2% 9

for (f,w) € [1,]X|"2""] x [1,2"7].

Remark 5: Condition (4) states that a node which is not in-
formed about the codebook F' and message W, but is aware of
the time-sharing sequence Q™, sees the codeword X" (F, W) as
distributed according to a product pmf. Similar to Definition 1,
this models the fact that, in the absence of codebook informa-
tion, the codeword is unstructured, though not i.i.d. as in Defi-
nition 1 (see Remark 1). Notice that codes satisfying Definition
2 also satisfy Definition 1 by choosing an alphabet Q of cardi-
nality |Q| = 1.

C. Achievable Rates

Here we detail on the definition of achievable rates for obliv-
ious relaying and interference-oblivious/aware decoding.

Definition 3: Rates (Ry, Rs) are said to be achievable for
the PIRC with oblivious relaying and interference-oblivious de-
coding if there exist sequences of: i) Pairs of (n, R1) and (n, R2)
codes for oblivious processing (Definition 1) for users 1 and 2,
respectively; ii) Relaying functions

Py Y8 — 1,27 x [1,2"7] 6)

which map the received sequence y5 € )i into two indices
s; € [1,2"%] to be sent to destinations j = 1,2 as [s1, 2] =
¢3(y%); and iii) Decoding functions

nR; " R
g+ (L1 ]y = 120 ™

which map the codebook index F; of the intended source and
received signal y}' to the decoded message W; = g;(f;,y}),
7 = 1,2; such that

PI‘[W]' 7é W]] —0 (8)

asn — oo for j = 1,2, where the probability is taken
with respect to the joint pmf pg g, wy,ws (f1, fo, w1, w2) =
H?:lij;VVj (fj,wj), with PF;,W; (fj,wj) given by (3) The
capacity region C is the closure of the union of all achievable
rates.

Remark 6: The assumption of oblivious relaying translates in
the relaying function (6) not depending on the codebook indices
Fy and F5. Similarly, the assumption of interference-oblivious
decoding consists in imposing that decoding (7) does not depend
on the codebook index F;, ¢ # 7, of the interfering source.
With interference-aware decoding, this assumption is waived,
as shown in the next definition.

2883

Definition 4: Rates (R1, Ro) are said to be achievable for the
PIRC with oblivious relaying and interference-aware decoding
if the same conditions as in Definition 3 are satisfied, with the
difference that the decoding function (7) is defined as

gy [1,|X1|"2”R1] X [1,|X1|n2”2] X VI — [1,27H5]
9

which maps the codebook indices Fi, Fy of both sources and
received signal y7! to the decoded message Wj = gj(f1, f2,9}),
j =12

The set of achievable rates with oblivious relaying and
interference-oblivious/aware decoding but with enabled
time-sharing is defined similar to Definitions 3 and 4, with the
differences that: i) Codes are allowed to employ time-sharing
according to Definition 2 with the same time sharing sequence
q"; ii) Relaying (6) and decoding functions (7)—(9) depend
also on the given time-sharing sequence ¢". For instance, the
relaying function (6) becomes

P8 Yy x Q" — [1,2"] x [1,27] (10)
and similarly for the decoding functions (7)—(9); and iii) The
probability of error is calculated for the given time-sharing se-
quence g".

The achievable rate R for PRC with oblivious relaying and
with/without enabled time-sharing is defined by specializing the
definitions above for the PIRC.

We finally remark that in Section V we also consider the case
in which the relay is aware of the codebooks of the sources (i.e.,
of the indices F} and F5), but the destinations are constrained
to perform interference-oblivious decoding.

III. PRC WITH OBLIVIOUS RELAYING

We start by analyzing the PRC with oblivious relaying.

Proposition 1: The capacity of a primitive relay channel with
oblivious relaying and enabled time-sharing is given by

C=maxI(X;YY3]Q) (11a)
st.C > I(Ys; Y3 | YQ) (11b)

where maximization is taken with respect to the distribution
p(qQ)p(z | ¢)p(ys | ys, ¢) and the mutual informations are eval-
uated with respect to

p(@)p(w | q)p(Us | y3, O)p(y, y3 | ). (12)

If time-sharing is not allowed, (11) is an upper bound on the
capacity, and the following rate is achievable (i.e., @ is set to
constant)

C =maxI(X;YYs) (13a)
s.t.C > I(Ys; Vs |Y). (13b)
Proof: See Appendix A. O

Remark 7: According to Proposition 1, capacity is attained
by Compress-and-Forward (CF) with time sharing. It is recalled
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that with CF, introduced in [11], the relay treats the received
signal as an unstructured random process jointly distributed
with the signal received at the destination: This allows the
application of Wyner-Ziv compression (see, e.g., [1] and [2]).
Optimality of CF is not surprising, given that the relay is
incapable by design of decoding the codeword transmitted by
the source. In fact, due to the assumption of oblivious relaying,
the relay sees an unstructured received signal (recall Remarks 1
and 5). The relevance of the approach here is to formalize this
intuition through the notion of oblivious relaying.

Remark 8: The capacity of the PRC without the constraint
of oblivious relaying is not known in general [4]. However, in
some special cases, the capacity has been found to be attained
by CF, namely in [4]-[6] (see also [12]-[14], which treat related
models). In these scenarios, clearly, the assumption of oblivious
relaying does not cause any loss in performance. It is also noted
that the reason for the optimality of CF in the models of [5]
and [6] (see also [12] and [13]) is similar to the explanation for
the optimality of CF with oblivious relaying given in Remark
7. Specifically, in [5], [6], [12], and [13] the signal received by
the relay is unstructured, either because it does not contain in-
formation about the transmitted signal [5], [6] or because the
transmitted signal is uncoded [12], [13].3

Remark 9: In (11), variable () allows time sharing. The fact
that the performance of CF can be generally improved by time-
sharing was shown in [15, Theorem 2]. In case time-sharing is
not allowed, rate (13) is achievable, which is generally smaller
than (11).

Remark 10: The proof of the converse in Proposition 1 fol-
lows similar to the Wyner-Ziv theorem (see Appendix A). This
is due to the fact that the scenario, as seen by the relay, resem-
bles the source coding setting of Wyner-Ziv compression due
to the assumption of out-of-band and oblivious relaying. In par-
ticular, the scenario would be the same if the signal sent by the
source were i.i.d. and given (instead of a codebook subject to de-
sign). On a related note, we remark that, in the model studied in
[3] where multiple relays are present but no direct link between
source and destination is in place, optimality of (distributed) CF
strategies remains elusive. This is in accordance with the current
state of the art on the corresponding distributed source coding
setting between the multiple relays and destinations, i.e., the so
called CEO problem (see, e.g., [1] and [2]). It is noted that a so-
lution to the CEO problem would likely directly translate into a
solution to the problem of finding the capacity for an oblivious
system with multiple relays as well.

Remark 11: A related result is presented in [16], where it is
shown that, whenever the source-relay link is used above ca-
pacity, if one is interested in lossless compression of the relay’s
received signal, there is no benefit to be accrued from knowledge
of the codebook at the relay. In other words, the rate needed for
lossless compression of the relay’s signal is the same whether
the relay knows the source codebook or not. This is because,

3We also remark that the characterization of the rate given in Proposition

1, and in previous references, lacks bounds on the cardinality of the auxiliary
random variables and is thus, strictly speaking, not computable.
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in this case, the signal received at the relay is unstructured even
when the relay knows the codebook, due to the mix-up of all the
relay output sequences corresponding to all possible transmitted
codewords. We emphasize that this result does not prove opti-
mality of CF for the relay channel under any specific condition,
but only focuses on the rate required for lossless compression at
the relay.4

A. Gaussian Primitive Relay Channel
Here we turn to the memoryless Gaussian PRC, that is defined

as

Ys; = VaX; + Ns;
andY; = X; + N;

(14a)
(14b)

where N3;, N; are independent zero-mean unit-power Gaussian
noises, @ € [1,n]|, and the power constraint is given by
1/nd>" | E[X?] < P. The result of Proposition 1 can be
extended using standard arguments to continuous channels and
thus to the Gaussian channel (14). However, optimization of
the input distribution p(q)p(x | ¢)p(¥3 | y3,¢) in (11) remains
an open problem. Achievable rates using Gaussian input dis-
tribution p(z | ¢) and quantization test channel p(gs | s, q) in
(11) can be found in [17] and [15, Theorem 2] without and
with time-sharing, respectively. As discussed in [3], a Gaussian
input distribution is generally not optimal and, as seen in [17],
non-Gaussian test channels may be advantageous, especially
with a non-Gaussian input distribution. Nevertheless, the next
proposition shows that the suboptimality of Gaussian channel
inputs, Gaussian test channel and no time-sharing, is at most
half bit (per (real) channel use), even if one does not impose
oblivious relaying

Proposition 2: The rate achievable via CF (and hence obliv-
ious relaying)

1 aP
RCF:§10g2<1+P+1 1fP+aP

— (15)
+ —<226'+—1>(P+1>>

on the Gaussian PRC (14), by employing Gaussian channel in-
puts, Gaussian test channel and no time-sharing, is at most half
bit away from the capacity of the PRC with codebook-aware
(and thus also oblivious) relaying.

Proof (Sketch): The proof is obtained by comparing the
achievable rate (15) (that can be found in, e.g., [17]) with the
cut-set bound upper bound (which holds even with nonoblivious
relaying)

1 1
Ryp = min {5 log,(1+ P)+ C, 3 logy(14+ P + P)} .
(16)

See full derivation in Appendix B. O

4Moroever, the side information available at the receiver is not considered.

STt is noted that constant gap results as in Proposition 2 are meaningful only
at sufficiently large signal-to-noise ratios.
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IV. PRIMITIVE INTERFERENCE RELAY CHANNEL WITH
OBLIVIOUS RELAYING

In this section, we study the PIRC with oblivious relaying.

A. Interference-Oblivious Decoding

The following proposition shows that in the presence of in-
terference-oblivious decoding, it is optimal for the relay to em-
ploy CF and for each destination to treat the interfering signal
as noise.

Proposition 3: The capacity region of the PIRC with
oblivious relaying, interference-oblivious decoding and en-
abled time-sharing is given by the set of all nonnegative pairs
(Ry, Ry) that satisfy

B <1(Xv70| Q) forj=12  am
for some  distribution
(Y1, Yy2|21, z2) that satisfies

P12 (105 1ys, 0)

;> 1 (Y Vi |v;Q) forj=1,2.  (18)
If time-sharing is not enabled, the above is an outer bound to the
capacity region and setting () to a constant leads to an achievable
rate region.

Proof: Achievability is obtained by CF and treating inter-
ference as noise. The converse follows similar to Proposition 1
(see Appendix A).6 O

Remark 12: Optimality of CF is explained as in Remark 7,
whereas the optimality of treating interference as noise is under-
stood in a similar fashion from the fact that one imposes inter-
ference-oblivious decoding. In fact, interference-obliviousness
basically makes the interfering signal akin to an unstructured
(i.i.d.) channel state due to Definition 2. Again, the framework
studied in this paper formalizes the intuitive optimality of the
strategies at hand through the concept of oblivious processing.

B. Interference-Aware Decoding

In the presence of interference-aware decoding, single-letter
capacity results are rare even for interference channels without a
relay. Therefore, here we focus on a symmetric PIRC such that:
i) The outputs Y7 and Y5 are statistically equivalent, in the sense
that they have equal marginals py, v, | x,x, (- ¥3|z1,72) =
DY,y | X1 X (Y3 | w1, w2) [18, Theorem 4]; ii) The relay is con-
strained to send the same message S; = S to both destinations
in a broadcast fashion, which also implies C; = C5 (rather than
two distinct messages S; and Ss as in the original model of
Section II). In this case, extending the arguments in [18, The-
orem 4], it can be seen that any decoding operation carried out
at any decoder can be reproduced equivalently (in a statistical
sense) by the other decoder. As such, the model is equivalent to

6In proving the converse as in Appendix A, one ends up with auxiliary vari-
ables YB( Y and ?;2) that are not independent given Y3, (2, unlike what claimed
in Proposition 3. However, dependence of }‘;,“) and }‘;,(2) does not affect the
mutual informations in (17)—(18) and is therefore immaterial for the result of
Proposition 3.
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Fig. 4. PMARC considered in Proposition 4.

the primitive multiple access relay channel (PMARC), shown in
Fig. 4, and defined similarly to the PRC and PIRC.

Proposition 4: The sum-capacity’ of the symmetric PIRC
with oblivious relaying and interference-aware decoding, or
equivalently of the PMARC with oblivious relaying, with
enabled time sharing, is given by

Csum = maXI(X1X2§Y1Y3 | Q)
s.t.C > I(Ys; V3 | V1Q)

(19a)
(19b)

where maximization is taken with respect to the distribution
p(@)p(z1 | @)p(w2 | 4)p(J3 | ys, q) and the mutual informations

are evaluated with respect to

p(@)p(z1 | @)p(z2 | @)p(93 | ys. @)p(y1,ys | z1,22).  (20)

Proof: Achievability is from CF and joint decoding at each
receiver. The converse follows again from the same steps as in
proof of Proposition 1 (see Appendix A) with definition Ya; =
[T T O

Remark 13: The result of Proposition 2 can be easily ex-
tended to symmetric Gaussian PIRC or the equivalent PMARC,
noticing that the sum-capacity of a PMARC equals the capacity
of a PRC with power constraint at the source given by the sum-
power constraint at the sources of the PMARC.

V. DISCUSSION ON CODEBOOK-AWARE RELAYING

In this section, we consider a PIRC in which we have inter-
ference-oblivious decoding, but the relay is now aware of the
codebooks, i.e., of the codebook indices £ and F5. It is noted
that, in this case, the relay can in principle provide partial in-
formation about the codebooks employed by the sources (i.e.,
about F; and F5) to the destinations. While the general problem
appears difficult, here we tackle a specific class of channels and
demonstrate that optimality of decode-and-forward at the relay
coupled with decoding by treating interference as noise at the
receivers. In this class of channels, it will be shown that there
is no need for the relay to provide codebook information to the
receivers.

To elaborate, we focus on a binary PIRC with

Yi=X18 X, (21a)
Yo = Xo @ 7o 21b)
and Yg = X2 (&) Z3 (210)

"The sum-capacity is given by Ceum = maxg, ryecc 1 + Ra, where C is
the capacity region.
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where Zy ~ Ber(p2), Z3 ~ Ber(ps) are independent with 0 <
p2,p3 < 1/2.81n the interference channel (21a)—(21b), receiver
1 is affected by interference, while receiver 2 is only impaired by
additive noise. The model is thus a special case of a Z-interfer-
ence channel. Moreover, from (21c¢), the relay observes only the
signal sent by the transmitter of the one link that interferes with
the other (i.e., transmitter 2). Denote zxy = z(1—y)+(1—2z)y.

Proposition 5: If
Cy < H(p2) — H(ps)
the capacity region of the PIRC (21) with interference-obliv-
ious decoding and enabled time-sharing and codebook-aware
relaying is given by the closure of the convex hull of the union
of all rates that satisfy
Ry <min{l — H(p) + C4,1}
Ry < min{H(p * p2) — H(p2) + Co

for some 0 < p < 1/2.

(22)

(23a)
(23b)

Proof: The converse follows from the cut-set bound having
fixed X1 ~ Ber(1/2) and Xo ~ Ber(p) forsome0 < p < 1/2
without loss of generality. Notice that the bound (23a) requires
the assumption that the sequence X' is i.i.d. at the receiver 1,
which is the case here due to the assumption of interference-
obliviousness. For the achievability part of the proof, we assume
that the relay decodes the message of user 2, which incur in
vanishing probability of error provided that

Ry < H(p*p3) — H(ps). (24)

Then, the relay randomly bins (i.e., hashes) the decoded code-
word X over 2"t and 2" bins. The indices of the two bins
where the decoded codeword lies are provided to decoder 1 and
decoder 2, respectively. Decoding then takes place as in The-
orem 1 of [22] for decoder 1 and as in Proposition 2 of [4] for
decoder 2. This step is guaranteed to have vanishing error prob-
ability if (23) are satisfied [4], [22]. Now, if (22) holds, it can be
seen that the right-hand side (RHS) of (24) is always larger than
that of (23b),° which concludes the proof. O

Remark 14: As discussed in the proof below, the capacity re-
gion (23) is achieved by letting the relay decode the message of
transmitter 2. The relay then provides partial information about
transmitter 2’s codeword to both decoder 1 and decoder 2. De-
coder 2 uses this information to decode the intended message
of user 2 itself. Instead, decoder 1 exploits this information in-
directly, not being able to decode the message of user 2 (due
to obliviousness) and being only interested in the message of
user 1. Notice that this role of the relay towards destination 1
has been referred to as interference forwarding in some related
work [21], [20].10

8The notation X ~ Ber(p) means that X is a binary variable with Pr[X =
1] =pandPr[X =0] =1 —p.

91n fact, the difference between the RHS of (24) and (23b) is increasing with
0 < p < 1/2 and therefore the condition should only be checked for p = 1/2.
This leads to (22).

10nterference forwarding in [21], [20] was aimed at aiding decoding of the
interference at a destination. However, here such decoding is not possible, and
the information from the relay is used at decoder 1 to reduce the uncertainty
about the interfering sequence X' [22], [S].
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Remark 15: The capacity characterization (23) hinges on the
obliviousness of the decoders (in particular, of decoder 1). The
capacity region for the channel (21) is in fact generally not
known when this assumption is waived. It should also be noted
that Proposition 5 is a fairly simple consequence of Proposition
2 of [4] and Theorem 1 of [22] (see also [5]). Moreover, exten-
sion to larger-alphabet modulo channels is straightforward.

Remark 16: The model at hand of the PIRC (Fig. 3) is re-
lated to the Gaussian interference channel with conferencing de-
coders studied in [23]. Therein, decoders are connected to one
another via out-of-band links. It is proved that a special version
of CF in which decoders jointly decompress the quantization
index received by the other receiver and the message of interest
is almost optimal.

VI. CONCLUDING REMARKS

Among the standard assumptions made in network informa-
tion theoretic analyses, that of full codebook knowledge at all
nodes in the network is as ubiquitous as it is questionable, espe-
cially when signaling overhead, on the one hand, and robustness
and complexity of system design, on the other, are primary con-
cerns. In this paper, we have elaborated on a framework that ac-
counts for modeling of imperfect codebook knowledge, which
is referred to as oblivious processing. Based on a rigorous def-
inition of the constraint of oblivious processing on the network
encoding/decoding functions, which is extended from [3], we
have obtained the capacity region of a class of relay and in-
terference relay channels. The approach in this work suggests
to include imperfect codebook knowledge among the practical
constraints to be imposed on network design, along with, e.g.,
imperfect channel and topology state information.

The class of channels studied in this paper assumes out-of-
band relaying. Besides simplifying the analysis, out-of-band re-
laying finds application to the timely scenario of cellular com-
munication in the presence of femtocells: A home base station,
serving the femtocell, can indeed be seen as relay connected
to the final destination (i.e., the mobile operator controller or
the macro base station) via a wired backhaul link, which typi-
cally consists of a last-mile connection followed by the Internet
[19]. The constraint of oblivious relaying may be of particular
interest in these scenarios, especially in the case of open-access
femtocells [19], where the home base station serves also out-
door users, whose codebooks may be too expensive to learn or
to adapt to.

Finally, the analysis of this paper leaves open a number of di-
rections for future research, such as deriving the capacity region
of the PMARC of Fig. 4 or extending the results here to in-band
relaying.

APPENDIX I

A. Appendix-A: Proof of Proposition 1

Achievability follows by CF with Wyner-Ziv coding and
time-sharing determined by random variable @ (see, e.g., [15]
and [17]). Notice that standard randomly generated single-letter
codes with a pmf px | (2 | q), conditioned on a randomly gen-
erated time-sharing sequence ¢™, can be used at the source
encoder, since this form of randomized encoding is a code
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for oblivious processing in the sense of Definition 2. In fact,
on average over the induced codebook generation probability
pr|qQr(f14q"), (4)is satisfied. To be specific, this approach is
equivalent to drawing the codebook index F' with probability

H pxn | @r (9" (fiw) ")

we[l,27 ]

prign(flq") = (25)

where px» | g» (" | ¢") = [[;—1px|q(%i | ¢;). That this choice
satisfies (4) follows from Lemma 1 in [3].

For the converse, consider first the variable S transmitted by
the relay to the destination over the finite-capacity link. Denote
as Q the vector of time-sharing variables ¢™ in Definition 2. We
have the series of inequalities

nC > H(S) (26a)
> H(S|Q) (26b)
> I(S; XY | Y"Q) (26¢)
= I(S; X Ya [ Y'Y TIXTQ) (26d)
i=1
> Z I(8;Ya; | YY1 X11Q) (26e)
i=1
=Y H(Ya [ YV IX Q)
=1
— H(Y3; | SY"Y; 1 X71Q) (26f)
= Z H(Y3 |YiQ) — H(Ys, | Y%Y;Q) (269
i=1
= 1(Ysi;Vsi | ViQ) (26h)

i=1

where in (26b)—(26c) we have used the fact that conditioning
reduces entropy, (26d)—(26e) follow from the chain rule and the
positivity of mutual information, in (26g) we used the fact that
Y3, Y™, X™ have conditionally independent entries given Q,
due to Definition 2 [recall (4)], and we have defined
Vai = [SXTY -y v 27)
It can be proved, as shown in Appendix C, that the following
Markov chain (Y;, X;) — (Y3, Q) — }A/gi holds. Now, introducing
a variable (), independent of all other variables and uniformly
distributed in [1, n], defining Y3 = Y3 and similarly for the
other variables, and Q = [QQ' ], we get the constraint (11b).
Notice that with these definitions we have the Markov chain
(YvX) - (Y3>Q) - Y.
Turning to the destination, using Fano inequality
H(W|Y"SFQ) < ne, with ¢, — 0 for n — oo (for
vanishing probability of error), we obtain

nR=H(W)=HW|Q) (28a)
<I(W;Y"SF|Q) + ne, (28b)
=H(Y"S|Q)+ H(F|Y"SQ) (28¢)
—H(F|WQ)—H(Y"S|FWQ)+ ne,  (28d)

— [(FW;Y"S|Q) — I(F;Y"S| Q) + ne, (28¢)
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< I(X™Y"S|Q) + ne, (281)
=Y H(X| X'7'Q) - H(X;[SX'7'Y"Q)
=1
(28g)
<Y H(X;|Q) — H(X; |YiY3Q) (28h)
=1
= 31X ViV | Q) + e (28i)

i=1

where (28b) follows from the Fano inequality discussed
above, (28c) is obtained by first writing I(W;Y"SF|Q) =
H(Y"SF|Q) — H(Y"SF|QW) and then using the chain
rule for entropy, in (28f) we have used the fact that X™ is a
function of F' and W, and in (28h) we have used (4) and the
fact that conditioning reduces entropy. Inequality (11a) follows
from the definition of () made above.

B. Appendix-B: Proof of Proposition 2

We first rewrite (15) as Rop = 3 log,( 2%2(21? (I;}i_(ll,jff; 2,

which can be proved by standard algebraic manipulations. Now,
assume first that 1 4+ P(1 + ) < 22¢(1 + P) so that the upper
bound (16) reads Rug = 3 logy(1 + aP + P). Under this
condition, the achievable rate Rcr satisfies

1 aP
Rcr = Rup — 5 log, (1 + 220—)

(1+P)
1 (22¢ —1)(1+ P)
> i
2 Rup — 7 log, (1 T e 1Py
1
> Ry — 3 (29)

where the second inequality follows from the assumed condi-
tion. Finally, assume the complementary condition 1 + P(1 +
a) > 22¢(1 4 P), we similarly have

1 22¢(1 + P) 4+ aP
Rcr = Rus — —10g2( ( ) )

2 1+aP + P
1 aP
> Ryg — =1 14—
= B 20g2( +1+aP+P>
1
ZRUB_§ (30)

which concludes the proof.

C. Appendix C: Proof of the Markov Chain for Proposition 1

In order to prove the Markov chain (Y;, X;) — (Y3;, Q) — }731- ,
we use a graphical method based on d-separation for Bayesian
networks, as discussed, e.g., [1, pp. 166—168 ] or [24]. This is
done by first building a Bayesian networks (i.e., a directed graph)
that encodes the joint distribution of the variables at hand. This is
shown in Fig. 5 and follows easily from the problem setup. Then,
one eliminates the dashed arrows in the figures. This step corre-
sponds to conditioning on the variables (Ya;, Q).

Now, the Markov chain at hand follows from consideration
of the undirected graph obtained from the one in the figure by
eliminating the dashed arrows and making all the edges non-
directed. In particular, the Markov chain at hand is verified since



2888

(Yi—l , )/31’—1

(Yn Yn

i+1° 7 3i+1

Fig. 5. Tllustration of the joint distribution required in Appendix C.

there is no path on such graph between any variable in (Y;, X;)
and any variable in the auxiliary Y3; (27). In other words, one
can say that variables (Y3;, Q) d-separate (Y;, X;) and Y3;.
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