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Robust and Efficient Distributed Compression for
Cloud Radio Access Networks

Seok-Hwan Park, Osvaldo Simeone, Onur Sahin, and Shlomo Shamai (Shitz), Fellow, IEEE

Abstract—This paper studies distributed compression for the
uplink of a cloud radio access network where multiple multi-
antenna base stations (BSs) are connected to a central unit, which
is also referred to as a cloud decoder, via capacity-constrained
backhaul links. Since the signals received at different BSs are
correlated, distributed source coding strategies are potentially
beneficial. However, they require each BS to have information
about the joint statistics of the received signals across the BSs,
and they are generally sensitive to uncertainties regarding such
information. Motivated by this observation, a robust compression
method is proposed to cope with uncertainties on the correlation
of the received signals. The problem is formulated using a deter-
ministic worst case approach, and an algorithm is proposed that
achieves a stationary point for the problem. Then, BS selection is
addressed with the aim of reducing the number of active BSs, thus
enhancing the energy efficiency of the network. An optimization
problem is formulated in which compression and BS selection are
performed jointly by introducing a sparsity-inducing term into
the objective function. An iterative algorithm is proposed that
is shown to converge to a locally optimal point. From numeri-
cal results, it is observed that the proposed robust compression
scheme compensates for a large fraction of the performance loss
induced by the imperfect statistical information. Moreover, the
proposed BS selection algorithm is seen to perform close to the
more complex exhaustive search solution.

Index Terms—Cloud radio access networks, distributed source
coding, multicell processing.

I. INTRODUCTION

HE CURRENT deployments of cellular systems are fac-
ing the bandwidth crunch problem caused by the ever-
increasing demand for high-data-rate applications. An integral
part of many proposed solutions to this problem is the idea of
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Fig. 1. Uplink of a cloud radio access networks with BSs classified as HBSs
and MBSs.
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cloud radio access networks, whereby the baseband processing
of the base stations (BSs) is migrated to a central unit in the
cloud to which the BSs are connected via finite-capacity back-
haul links [1]—[7]. Cloud radio access networks can be seen as
an effective implementation of the idea of multicell processing,
which is also referred to as network multiple-input multiple-
output (MIMO), which has been widely investigated as sum-
marized in [8]. The promises of network MIMO and, thus of
cloud radio access networks, include energy efficiency, load
balancing, and capacity improvement due to the cooperative
processing of the signals received/transmitted by distributed
BSs, while requiring an efficient data sharing strategy between
the BSs and the cloud on the capacity-constrained backhaul
links [4].

On the uplink of a cloud radio access network, the BSs
operate as terminals that relay “soft” information to the cloud
decoder regarding the received baseband signals (see Fig. 1).
Since the signals received at different BSs are correlated,
distributed source coding strategies are generally beneficial, as
first demonstrated in [9]. In this paper, we study the problem of
compression with distributed source coding in the presence of
multiantenna BSs by focusing on the issues of robustness and
efficiency, as discussed in the following.

A. Contributions and Related Work

Related works on uplink multicell processing with con-
strained backhaul can be found in [9]-[14] and references
therein. In [9], compress-and-forward strategies with joint
decompression and decoding were proposed for the uplink
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of a Wyner model with single-antenna terminals. The setup
with multiple antennas but with a single transmitter is stud-
ied in [10]. Various relaying schemes, including decode-and-
forward and compress-and-forward techniques, were compared
in [11]. In [12], a different relaying scheme was proposed,
which is referred to as compute-and-forward, in which struc-
tured codes are used by mobile stations (MSs) and the BSs
decode a function of the transmitted messages. An efficient
implementation of the compute-and-forward scheme, which is
referred to as quantized compute-and-forward, was proposed
in [13].

In this paper, we focus on the distributed compression of
the received signals at multiple multiantenna BSs. Distributed
compression can be implemented via sequential source coding
with side information (SI) [15]: At each step of this process, a
BS compresses its received signal by leveraging the available
statistical information about the signals compressed by the
BSs active at the previous steps.! The problem of compress-
ing Gaussian random vector signals (as with a multiantenna
receiver in the presence of Gaussian codebooks and Gaussian
noise) with receiver SI has been investigated in [16]-[20].
Specifically, it was shown in [16] and [17] that independent
coding of the signals obtained at the output of the so-called
conditional Karhunen—Loeve transform (KLT) achieves the
optimal performance in terms of minimizing the mean square
error (MMSE) and maximizing achievable rate (Max-Rate),
respectively (a review of these techniques can be found in [21]).

In this paper, we focus on the design of distributed compres-
sion strategies for the uplink of a cloud radio access cellular
network that employs sequential source coding with SI. First,
we point out the connection with the so-called information
bottleneck problem [19], [22] and some consequence of this
observation (see Section III). Then, we observe that the per-
formance of distributed source coding is very sensitive to errors
in the knowledge of the joint statistics of the received signals
at the BSs due to the potential inability of the cloud decoder
to decompress the signal received by a BS. This is because
distributed source coding is based on the idea of reducing the
rate of the compressed stream by introducing some uncertainty
on the compressed signal that is resolved with the aid of the
SI [23]. The amount of rate reduction that is allowed without
incurring decompression errors thus depends critically on the
quality of the SI, which should be known to the encoder.

Motivated by this observation, in Section IV, we propose
a robust compression scheme by assuming the knowledge of
the joint statistics, which amount here to a covariance matrix,
available at each BS is imperfect. To model the uncertainty,
we adopt a deterministic additive error model with bounds on
eigenvalues of the error matrix similar to [24]-[26] (see also
[27]). We remark that bounding the eigenvalues is equivalent
to bounding any norm of the error [28, App. A]. The problem
is formulated following a deterministic worst case approach,
and a solution that achieves a stationary point of this problem

I This argument assumes, as done throughout this paper, that the cloud de-
coder performs decompression of the received signals and decoding separately.
For analysis of joint decompression and decoding for single-antenna BSs, see
[9] (see also Section VII).

is provided by solving Karush—Kuhn-Tucker (KKT) condi-
tions [28], [29], which are also shown to be necessary for
optimality.

We then tackle the issue of energy-efficient network opera-
tion via scheduling of the BSs. This problem was studied for
a single-antenna uplink system in [30] without accounting for
the effect of intercell interference and for joint decoding at the
central unit. In Section V, instead, an optimization problem
is formulated in which compression and BS scheduling are
performed jointly for the given cloud radio access setup, by
introducing a sparsity-inducing term into the objective function.
This approach is inspired by the strategy proposed in [31]
for the design of beamforming vectors for a multiantenna
downlink system. An iterative block-coordinate ascent algo-
rithm is proposed that is shown to converge to a locally op-
timal point. We conclude this paper with numerical results in
Section VI.

Notation: We use the same notation for probability mass
functions (pmfs) and probability density functions (pdfs),
namely p(z) represents the distribution, either pmf or pdf, of
random variable X. Similar notations are used for joint and
conditional distributions. All logarithms are in base two unless
specified. Given vector x = [x1, 22 ..., 7,]T, we define xs for
subset S C {1,2,...,n} as the vector including, in arbitrary
order, the entries z; with ¢ € S. Notation X is used for the
correlation matrix of random vector x, ie., X, = E[xx!];
Y.y represents the cross-correlation matrix Xy, = E[xy'];
and X, represents the “conditional” correlation matrix of
x given y, namely X, = 3y — ExyE;lELy. Notation H"
represents the set of all n x n Hermitian matrices. The cir-
cularly symmetric complex Gaussian distribution with mean
m and covariance matrix R is denoted by CA/(m, R). Given
vectors X1, . .., X, we define xg for subset S C {1,...,m}
as the vector including, in ascending order, the vectors x; with
i € S. Similarly, given matrices X1, ..., X,,, we denote by X
the matrix obtained by stacking the matrices X; with i € S
vertically in ascending order.

II. SYSTEM MODEL

We consider a cluster of cells,? which includes a total number
Np of BSs, each being either a macro BS (MBS) or a Home BS
(HBS), and there are Nj; active MSs (see Fig. 1). We denote
the set of all BSs as Ng = {1,..., Np} and define 7 as the
permutation of the set Nz with 7(¢) standing for the ith element
of 7. Each ith BS is connected to the cloud decoder via a finite-
capacity link of capacity C; and has np ; antennas, whereas
each MS has nj; antennas. Throughout this paper, we focus
on the uplink.

Defining H;; as the np ; X nar,; complex channel matrix
between the jth MS and the ith BS, the overall channel matrix
toward BS i is given as the ng ; X n)s matrix, i.e.,

H; = [H;;---Hn,,] (1

2The model applies also to a cluster of sectors.
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with ny = fV:’”{ nar,;. Assuming that all the Nj; MSs in
a cluster are synchronous, at any discrete-time channel use
(CU) of a given time slot, the signal received by the ith BS is
given by

yi = Hix +z,. (2)
In (2), vector x = [x] -- .X}[M]T is the nps x 1 vector of sym-
bols transmitted by all the MSs in the cluster at hand with x;
being the nj7; x 1 vector of symbols transmitted by MS .
The noise vectors z; are independent over ¢ and are distributed
as z; ~ CN(0,1I), for ¢ € {1,..., Ng}. Note that the noise
covariance matrix is selected as the identity without loss of
generality since the received signal can always be whitened by
the BSs. The channel matrix H; is assumed to be constant in
each time slot and, unless stated otherwise, is considered to be
known at the cloud decoder.
Using standard random coding arguments [32], the coding
strategies employed by the MSs in each time slot entail distri-
bution p(x) on the transmitted signals that factorizes as

Nm

p(x) = H p(x;) 3)

since the signals sent by different MSs are independent. Note
that signals x are typically discrete, e.g., taken from discrete
constellation, but can be well approximated by continuous
(e.g., Gaussian) distributions for capacity-achieving codes over
Gaussian channels [33]. If not stated otherwise, we will thus
assume throughout that the distribution p(x;) of the signal
transmitted by the ith MS is given as x; ~ CN(0, X,) for a
given covariance matrix Xy, .

The BSs communicate with the cloud by providing the latter
with soft information derived from the received signal. We con-
sider compression strategies that do not require the BSs to know
the codebooks employed by the MSs [9]. Using conventional
rate—distortion theory arguments, a compression strategy for the
ith BS is described by test channel p(y;|y;) that describes the
relationship between the signal to be compressed, namely y;,
and its description y; of size np ; X 1 to be communicated to
the cloud (see, e.g., [23]). It is recalled that such a description
is limited to C; bits per received symbol and that decoding
at the cloud is based on the received descriptions y; for i €
N5. Specifically, the cloud decoder performs joint decoding
of signals x transmitted by all MSs so that, from standard
information-theoretic considerations, the achievable sum rate is
given by

Rsum = I(X, }A’NB)- (4)

Since signals y; measured by different BSs are correlated,
distributed source coding techniques have the potential to
improve the quality of the descriptions y; [9]. An efficient
way to implement distributed source coding is via successive
quantization [34].> Accordingly, one fixes a permutation 7 of

3A more general successive quantization approach was proposed in [15]
based on the idea of source splitting. While this approach may lead to per-
formance gains, it is not investigated further here.

the indices of the BSs. Then, the description y; for i € N can
be successively recovered at the cloud as long as the backhaul
capacities C; for i € N satisfy the following conditions:

I (Yr(iy: Y)Y {r(1),mi—1)}) < Crii) &)

foralli =1,..., N [34].

Remark 1: The Gaussian distribution assumed here for the
transmitted signals x maximizes the capacity of a Gaussian
channel but is not, in general, optimal for the setting at
hand, in which the receiver observes a compressed version
of the received signal, even in a system with only one BS
(Ng =1)[9].

III. MAXIMIZING THE SUM RATE

Here, we first discuss a greedy approach to find a suboptimal
solution to the problem of maximizing the sum rate (4). Then,
we will focus on the main step of this greedy procedure by re-
viewing known results and pointing out some new observation
along the way.

A. Problem Definition and Greedy Solution

Here, we aim at maximizing the sum rate (4) under the
constraints (5), i.e.,

maximize

I(x;y N,
m{p(yi\yn}iGNB( )

sto I (Yr(i): Y@ [V in(1),.mi=1)1) < Cri)
forall:=1,...,Np (6)

where the optimization space includes also the BS permutation 7.

The optimization (6) is generally still complex since it re-
quires an exhaustive search over all possible permutations of the
order of the BSs, which requires a search of size Ng!. We thus
propose a greedy approach in Algorithm 1 to the selection of
the permutation 7 while optimizing the test channels p(y;|y;)
at each step of the greedy algorithm. The greedy algorithm is
based on the chain rule for the mutual information that allows
the sum rate (4) to be written as

Np
I(x%;9n5) = ZI (X Y)Y {7 (1)1 imi-1)}) @)
i=1
for any permutation 7 of set {1,..., Ng}. As a result of the

algorithm, we obtain permutation 7* and feasible [in the sense
of satisfying constraint (5)] test channels p*(y;|y;). From now
on, we refer to the compression based on (8) in Algorithm 1 as
Max-Rate compression.

Algorithm 1 Greedy approach to the selection of the ordering
 and the test channels p(y;|y;)

1. Initialize set S to be an empty set, i.e., SO = g,
2.Forj =1,..., Np, perform the following steps.
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i) Each ith BS with i € A/ — S evaluates the test channel
p(y:|y:) by solving the problem, i.e.,

maximize I(x;¥;|ys)
p(¥ilyi)

st. I(yi;yilys) < Ci. (8

Denote the optimal value of this problem as ¢; and an
optimal test channel as p*(y;|y;)-

ii) Choose the BS i € Nz — S with the largest optimal
value ¢} and add it to the set S i.e., S¥) =SU~1 U {i}
and set 7(j) = i.

Remark 2: The implementation of the greedy algorithm in
Algorithm 1 requires solving the problem (8) for each ith BS
for a given order 7. In practice, problem (8) can be solved at the
cloud decoder, which then communicates the result to the ith
BS. As it will be further clarified in the following, this approach
requires the cloud center to know the channel matrices H;, 1 =
1,..., Np. Alternatively, once the order 7 is fixed by the cloud,
problem (8) can be solved at each ¢th BS. This second approach
requires the cloud to communicate some information to each
BS, as shown in the following.

B. Max-Rate Compression

We now discuss the solution to the problem (8) of optimizing
the compression test channel p(y;|y;) at the ith BS under
the assumption that the cloud decoder has SI ys with & =
{m(1),...,7(i — 1)}. Note that the random vectors involved
in problem (8) satisfy the Markov chain ys <> X <> y; <> ¥;.
We first review the solution of problem (8) given in [17] and
[18]. We also point out the relationship of the solution found
in [17] and [18] with the information bottleneck method for
Gaussian variables of [19]. This connection does not seem to
have been observed before and allows for a solution of problem
(8) in the presence of a generic discrete distribution (3) of the
transmitted signals, as briefly discussed in Remark 4. A more
thorough discussion of this background material can be found
in [21]. To describe the optimal solution to problem (8), we first
define the covariance matrix as follows:

Lo _ -1
Syige = Sy — Sy HLE (Hsszg n zts) HsS,  (9)
where FI; = A;H; and ¢, = AjAl + I Matrix A; will be
defined in Proposition 1. We then have the following result.
Proposition 1: An optimal solution p(y;|y;) to problem (8)
is given by [17], [18]
yi=Ajyi+a (10)
where q; ~ CN(0,1I) is the compression noise, which is inde-
pendent of x and z;, and matrix A; is such that 2; = AIAi,
with
Q; = Udiag(ay, .

oy, U (a1

q;
“n,;) %éﬁ 5’,—

quantization
noise

Yy, U

conditional KLT

gain control

Fig. 2. Max-Rate compression solution. U is the conditional KLT [16], and
q; ~ CN(0,T) represents the compression noise.

In (11), we have used the eigenvalue decomposition H; 34
H! +1=Udiag()\1,. .., \n,, ,)U' with unitary U and ordered
eigenvalues A\ > --- > A . The diagonal elements aq, . . .,
, are computed as

1 1 *
au=|-(1—=)=1] , 1=1,...
: L( /\l> }

where 4 is such that condition Y "% " log(1 + oy \;) = C; is
satisfied.

Remark 3: The linear transform U coincides with the con-
ditional KLT derived in [16]. We observe that, in [16], the goal
is that of minimizing the MSE and not maximizing the rate.
The same transformation thus turns out to be optimal under
both criteria. The conditional KLT U has the effect of making
the components of the output conditionally uncorrelated given
the SI ys. Therefore, intuitively, one can then compress each
element of the output independently without loss of optimality.
This is done by selecting the compression gains a, ...,y ;-
It is observed that the optimal choice of these gains is different,
depending on whether one adopts the MMSE criterion as in [16]
or the Max-Rate criterion as done here (see further discussion
in [17]). An illustration of the optimal Max-Rate compression
is shown in Fig. 2.

Remark 4: An alternative formulation of the optimal so-
lution of Proposition 1 can be obtained using the results in
[19, Th. 3.1]. In fact, problem (8) can be interpreted as an
instance of the information bottleneck problem, which was
introduced in [22]. We recall that the information bottleneck
method consists in the maximization of I(x;y) — 1/81(y;¥)
for a given 8 > 0 over the conditional distribution p(y|y) for
random variables x, y, and y satisfying the Markov chain x <>
y < y. This connection between the information bottleneck
problem and that of compression for the cloud radio access
network allows us to import tools developed for the information
bottleneck problem to the setup at hand [22]. For instance,
to solve problem (8) in the case where the distribution of the
transmitted symbols (3) is not Gaussian but discrete, it may
be advantageous to use a discrete alphabet for y;. Assum-
ing this alphabet to be given, the information bottleneck ap-
proach enables us to maximize I(x;y;|ys) — 1/61(yi;:ilys)
or equivalently to minimize I(y;;¥;|ys) — 8I(x;y:|ys), over
the pmf p(y;|y;) for some Lagrange multiplier 5 > 0. To this
end, an iterative algorithm from [22, Sec. 3.3] can be adopted
with minor modifications, which are due to the conditioning on
ys that does not appear in [22]. We recall that the key idea
of the algorithm is to maximize the objective function over
the three distributions p (y;|ys), p(¥:|¥:), and p(x|y;,¥s) in
turn. Since the objective function can be seen to be a concave

np,i

Qpp

B, 12)
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function in the domain of the three distributions, an iterative
block-coordinate ascent algorithm is known to converge to a
locally optimal solution [29]. We do not detail further this
approach here.

IV. ROBUST OPTIMAL COMPRESSION

As shown earlier, the optimal compression resulting from the
solution of problem (8) at the ith BS depends on covariance
matrix X,y in (9) of the vector of transmitted signals con-
ditioned on the compressed version ys of the signals received
by the BSs in set S. In general, when solving (8), particularly
in the case in which the optimization is done at the ith BS (see
Remark 2), it might not be realistic to assume that matrix 3,y ¢
is perfectly known since it depends on the channel matrices of
all the BSs in the set S [see (9)]. Motivated by this observation,
we propose a robust version of the optimization problem (8)
by assuming that, when solving problem (8), only an esti-
mate of 3 is available that is related to the actual matrix
Yyys as

x[¥s

Says = Sxlys + A 13)

x[¥s x[¥s x[¥s
where Ay g, € H"M is a deterministic Hermitian matrix that
models the estimation error. We assume that error matrix Ay ¢
is only known to belong to set Yo C H™™, which models the
uncertainty at the ith BS regarding matrix Xy . Using (9),

it can be seen that the additive uncertainty model (13) arises,
for instance, if only an estimate Hs = Hs + A of the channel
matrix Hg relative to the other BSs is available, where A
accounts for the estimation error, as long as the eigenvalues of
A are sufficiently small.

In general, to define the uncertainty set /A, one can impose
some bounds on given measures of the eigenvalues and/or
eigenvectors of matrix Ay;.. Based on the observation that
the mutual information /(x; y;|ys) can be written as

I(x;¥:]s) = fi(Qu, Aygs) — logdet(T+Q;) (14

where we have defined here as f;(€;, Ax|$'s) = log det(I +
Q;(H3, g H + Ay +1) and A,y =H; A,y HI, we
take the approach of bounding the uncertainty on the eigen-
values of Axb; <- This is equivalent to bounding, within some
constant, any norm of matrix Axh;,s (see, e.g., [28, App. A]).
Specifically, we define the uncertainty set /o as the set of
Hermitian matrices Axb; < such that the following conditions:

Amin(Axigs) > A and  Apax(Aygs) < Aus  (15)

hold for given lower and upper bounds® (AL, Aug) on the

eigenvalues of matrix Ay .

“Note that, when using the additive model (13), a nontrivial lower bound A,

mustsatisfy A\pg > Amin (H; b3 Hj) to guarantee that matrix H; 3
is positive semidefinite.

x|¥s x|¥s

H
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Under this model, the problem of deriving the optimal robust
compression strategy can be formulated as

maximize = min  f;(Q;, Ayjys) — logdet(I + €2;)
Qiz0 A g cnmu 195
fi(Qia~Aw\z?5) <C;

S.t. )\min(Abe,s) > A\LB

)\max(Ax\ys) S )\UB~

(16)

Problem (16) is not convex, and a closed-form solution appears
prohibitive. Theorem 1 derives a solution to the KKT conditions
for problem (16), which is also referred to as a stationary
point. It is shown in Appendix A that the KKT conditions are
necessary for the optimality of problem (16). To state the main
result compactly, let us define the following scalar functions:

nB,i

giL(ala ceey O‘nB,i) = Z log (1 + O(lClL)
=1

np, i

and gfj(alw'wan}g’i): Zlog (1+OlelU)
=1

with clL = )\ + A\g and clU = \; + AyB, and the discrete set

{0}, if@Q; >0, 5 >0
{Q”‘ \/26212451}’ ifQ,>0,5 <0

{‘Ql* Vf“O} ifQ <0, 5 >0

Pi() = @ g <o (D
{0}, ifQ; <0, 5 >0
2
—% + S5, >0
_ 2_
{Ql+ V245 } ifQ <0,5 <0
with @; and S given as
o (Lt pt (p=1)ef) pef +1—cf
Q= T and S; = T
pey ¢ pey ¢
(13)

Theorem 1: A stationary point for problem (16) can be
found as (10) with matrix A; such that ; = AZA,; is given as
(11), where matrix U is obtained from the eigenvalue decom-
position H; 3y H! + T = Udiag(\1, . .., An,, ) U, and the
diagonal elements a1, ..., a,  , are calculated by solving the
following mixed integer problem:

np,i

gF (o, any ) — Z log(1 4+ aq) (19)

max
Q1 Qnp

=1
st.O< <1 (20a)
o € Pi(p), l=1,...,nB; (20b)
ggj(ala"'vanai) =C;. (20c)

Proof: See Appendix A. |
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Remark 5: The solution identified in Theorem 1 is based on
the conditional KLT as in the case of perfect knowledge of
matrix 3|y, (see Remark 3). However, here the conditional

KLT is obtained using the nominal covariance matrix by 0

xlys U
construct the matrix Hiﬁlx‘y s HI + I. Moreover, the selection
of the compression gains ay, ..., ayy , is more complex than
in the ideal case of Proposition 1 and comes from the solution
of the KKT conditions of problem (16) (see Appendix A for
more details).

Remark 6: The optimal oy, ..., ap,, , for problem (19) can
be found from an exhaustive scalar search over p between 0
and 1. For each p, the search for values «; in problem (19) is
restricted to the set P;(u) that contains at most three elements
forl=1,...,nB,;.

In fact, the following corollary shows that, in some special
case, the search over parameters ¢ is not necessary since sets
Pi (1) only contain one element.

Corollary 1: If A\yp—ALp <1, a stationary point for prob-
lem (16) is given by oy =([—Qi+/Q7 —45]T)/2 for I=
1,...,np,; with 1 such that the constraint (20c) is satisfied.

Proof: If Auyp—ALp < 1, oy is computed from (17) as

_ 2_ L_
Ql+\/2Ql 431’ if < Clcul
o = il 1)
1 A
0, if p > o7
which entails the claimed result by direct calculation. |

Remark 7: If Ay = A = 0, the solution to problem (19)
is unique and reduces to the solution (12) obtained if matrix
3|y 1s perfectly known at BS . This shows that the proposed
robust solution reduces to the optimal design for the case in
which 3,4 is perfectly known to BS 1.

Proof: Tt follows by substituting ¢’ = ¢f = ) into (21).
|

Remark 8: As shown in Appendix A, any values of
My Q1,5 Qi that satisfy the constraints (20a)—(20c) are a
solution to the KKT conditions for the robust problem (16).

V. JOINT BASE STATION SELECTION AND COMPRESSION
VIA SPARSITY-INDUCING OPTIMIZATION

To operate the network efficiently, it is generally advan-
tageous to let only a subset S C Mg of the Np available
BSs communicate to the cloud decoder in a given time slot.
This is the case in scenarios in which different BSs share
the same backhaul resources [35] or energy consumption and
green networking are critical issues [30]. Therefore, under this
assumption, the system design entails the choice of the subset
S, along with that of the compression test channels p(y;|y;)
for ¢ € S. In general, this BS selection requires an exhaustive
search of exponential complexity in the number Np of BSs.
Here, inspired by Hong et al. [31], we propose an efficient
approach based on the addition of a sparsity-inducing term to
the objective function.

To elaborate, we associate cost g; per spectral unit resource
(i.e., per discrete-time CU) to the ith BS. This measures the
relative cost per spectral resource of activating the ¢th BS over

the revenue per bit. To highlight the ideas, consider a single cell
with one MBS and Np — 1 HBSs. We assume that the HBSs
share the same total backhaul capacity C'y to the cloud decoder
[35]. Assuming that the MBS is active, we are interested in
selecting a subset of the HBSs to provide additional information
to the cloud decoder under the given total backhaul constraint.
Note that the solution proposed here can also be generalized to
more complex systems with multiple cells.

Let Sy = {1} and Sy = {2,..., Np} denote the set that
includes the MBS and the HBSs, respectively. Assuming that
the Gaussian test channel (10) is employed at each ¢th BS with
a given covariance matrix €2; > 0, the joint problem of HBS
selection and compression via sparsity-inducing optimization
is formulated as

maximize 1(x;¥s,[91) —qu Y 1(|Qu]r > 0)

{Qitﬂ}z‘esH iESH

St I(Ys,: Y8 Y1) < Cr (22)
where 1(-) is the indicator function, which takes 1 if the
argument state is true and O if otherwise, and we have assumed
that g2 = - - - = qn, = qu for simplicity. In (22), we have con-
ditioned on y; to account for the fact that the MBS is assumed
to be active. Note that the second term in the objective of
problem (22) is the £y-norm of vector [tr(Qs) - -+ tr(Qy, ) |. If
cost gz is large enough, this term forces the solution to set some
of matrices €2; to zero, thus keeping the corresponding ith HBS
inactive. To avoid the nonsmoothness induced by the ¢/y-norm,
we modify problem (22) by replacing the {y-norm with the
{1-norm of the same vector. The rationale behind this approx-
imation is that the fp-norm is reasonably well approximated
by the ¢1-norm when it comes to identifying sparse patterns,
as widely reported (see, e.g., [36]). We thus reformulate prob-
lem (22) as follows:

s O )
S.t.g(ﬂg, . .791\/3) <Cyg 23)

where we have defined here as f(Qs, ..
Y1) = i D es,, tr(€2:) and g(€, ..
¥1). An explicit expansion for f (€22, . .
Q) as afunction of s, ..
is not regarded now.

S N) =1(% s,
S Onp) = (Y835 Y|
Q) and g(Qa, . . .,
., QN can be easily obtained and

Algorithm 2 Two-Phase Joint HBS Selection and Compression
Algorithm

Phase 1. Solve problem (23) via the block-coordinate ascent
algorithm:

i) Initialize n = 0and Q3" = .- = Q) = 0;

ii) For i =2,...,Np, update Qz(-n) as a solution of the
following problem:

imi ) (n) (n—1)
mas)z(gnolzef(ﬂ“ﬂﬂ ----- ifl}’n{iJrl ..... NB}>
(n) (n—-1)
s.t.g (QuQ{Q,A..ﬂ;l}»Q{i_i_l,m’NB}) <Cyg. 24
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iii) Repeat step (ii) if some convergence criterion is not satis-
fied and stop if otherwise. Once the algorithm has termi-
nated, denote the obtained ; by Q7 fori=2,..., Np,
and set Sy, = {i € Sy : Q # 0}.

Phase 2. Apply the block-coordinate ascent algorithm to
problem (23) with gz = 0 and consider only the HBSs in
set Sy,

Based on this formulation, we propose a two-phase approach
to the problem of joint HBS selection and compression in
Algorithm 2. As shown in the table, in the first phase, we
execute the block-coordinate ascent algorithm [29] to tackle
problem (23). In the block-coordinate ascent algorithm, we
iteratively optimize €2; for fixed other variables. As a result,
we obtain a subset S;, C Sy of HBSs with nonzero ;. In the
second phase, the block-coordinate ascent algorithm is run only
on the subset S;; by setting ; = 0 for all ¢ ¢ S;, and gy = 0.
This second phase is needed to refine the test channels obtained
in the first phase. It is noted that with ¢z = 0, the block-
coordinate ascent method used here is the same as proposed
in [17, Sec. IV].

It remains to discuss how to solve problem (24) at step
(ii) of the proposed algorithm. Note that this corresponds to
the update of €2; when all the other variables (s, ;) are
fixed to the values obtained from the earlier iterations. The
global maximum of problem (24) can be obtained, as shown
in Theorem 2.

Theorem 2: A solution to problem (24) is given by (10),
with matrix A, such that Q; = A;{Ai is given as (11),
where we have the eigenvalue decomposition 3

Yilyap\iy
Udiag(A1, ..., Any, ;) U, and matrix Dy Fag iy 1S given as
E%‘,\SINB\{Z} I+ H;R; 1EX\Y1H (25)

with R = T+ g, 3 e, ) HE(T + Q;)71Q,H;. The di-
agonal elements s, ..., , are obtained as a; = a;(u*),

with
5 +
i) + Vi@ = bi()] y
for I=1,...,np,; with ¢ =1log.2 qu, a(p) = N\p+

qg(N+ 1), and b(p) =4ggN((r— 1N + ¢y +1). The
Lagrange multiplier ¢* is obtained as follows: If h;(0) < Cj,
where C; is given by
C; =C; —logdetR; — Z log det(I + ;)
JESH\ {4}

27

then p* = 0; otherwise, p* is unique value p > 0 such that
ha(p) = Ci where hy(p) = Y1 log(1 + M (1)),
Proof: The proof is given in Appendix B. |
Remark 9: The key difference between problems (8) and
(24) is the sparsity-inducing term qp > ;s tr(€2;) in the
objective function in (24). The presence of this term ex-
plains the difference between (12) and (26). Moreover, if

qr — 0, the solution (26) reduces to (12) derived in [17] by
L’Hopital’s rule.

Remark 10: We note that €2; tends to zero; thus, the ith
BS becomes inactive if the cost ¢}, is large enough since, in
(26), we have oy = 0if (u — 1)\ +¢j7 +1 > 0.

VI. NUMERICAL RESULTS

Here, we present numerical results to validate and comple-
ment the analysis. It is assumed that the considered cell has
radius Rgey, a single MBS, and multiple HBSs. The MBS
is located at the cell center, whereas the HBS and MS are
randomly dropped within a circular cell according to uniform
distribution. All channel elements of H; ; are independent
identically distributed circularly symmetric complex Gaussian
variables with zero mean and variance (Dy/d; ;)”, where the
path-loss exponent v is chosen as 3.5, and d; ; is the distance
from MS 7 to BS 7. The reference distance Dy is set to half
of the cell radius, i.e., Dy = Reep /2. For simplicity, each MS
uses a single antenna, i.e., nps; = 1 with transmit power Py,
such that the aggregated transmit vector x has a covariance of
3« = PiI. Then, the signal-to-noise ratio is defined as Py
since we have assumed unit variance noise in Section II. We
remark that more extensive numerical results can be found
in [21].

Robust Compression: We first present numerical results for
the case in which there is uncertainty on the conditional co-
variance matrix 3,5 . According to the considered uncer-

tainty model, matrix Ex\ys is assumed to be known at the

ith BS with uncertainty matrix Ax‘ys =H,; Ax‘ySH (see
Section IV), whose eigenvalues are limited in the range (15)
for given bounds (A.p, Aup). We have generated the eigen-
vectors of Ax|y < Tandomly according to isotropic distribution
on the column space of H; and the elgenvalues uniformly
in the set (15), where A\ug = Amin (H; EX‘ySH ), and A =

—Amin(Hi Xy SH ), respectively. This implies that the uncer-
tainty on the eigenvalues is the maximum (symmetric) uncer-
tainty consistent with the positive semidefiniteness of matrix
Hiﬁ]x‘y s HI (see Section IV). Moreover, it is assumed that the
MBS is connected to the cloud via a backhaul link of capacity
C, whereas the HBSs’ backhaul is of capacity that is equal to a
fraction of C, namely, wC with 0 < w < 1.

In Fig. 3, per-MS sum-rate performance is evaluated for a
single cell with Ny = 4 (one MBS and three randomly placed
HBSs), Ny =8, np,; =2, w = 0.5, and P, = 10 dB versus
the MBS backhaul capacity C. For reference, we plot the per-
formance attained by a variation of the Max-Rate scheme that
ignores SI° and that of a scheme that operates by assuming that
ﬂxb», s 18 the true covariance matrix. Note that, in this case, the
backhaul constraint (8) can be violated, which implies that the
cloud decoder cannot recover the corresponding compressed
signal y; (labeled as “imperfect SI” in the figure). The figure
shows that assuming the incorrect matrix 2x|y < as being true
can result in a severe performance degradation. However, this

SThis is easily obtained from (11) and (12) by substituting the covariance
matrix Exb;s with 2.
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Fig. 3. Average per-MS sum rate versus the backhaul capacity C. The MBS
obtained with the Max-Rate compression scheme in the presence of uncertainty
for a single-cell heterogeneous network with Np =4, Ny = 8, ng ; = 2,
and w = 0.5 at P.x, = 10 dB.
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Fig. 4. Average per-MS sum rate versus the number Ng — 1 of HBSs
obtained with the Max-Rate compression scheme in the presence of uncertainty
for a single-cell heterogeneous network with Ny = 10, ng ; =8, and C' =
7 bps/Hz at Pix = 0 dB.

performance loss can be overcome by adopting the proposed
robust algorithm, which shows intermediate performance be-
tween the ideal setting with perfect SI and that with no SI.
We also observe the more pronounced performance gain of the
proposed robust solution for a larger backhaul link capacity.
In a similar vein, in Fig. 4, we investigate the effect of the
number Np — 1 of HBSs. It is seen that, as the number of BSs
grows, leveraging SI provides more relevant gains so that even
assuming imperfect SI can be useful. As in Fig. 4, the proposed
algorithm shows a rate performance close to the ideal case of
perfect SI.

BS Selection: We now consider the single-cell setup of Sec-
tion V, where we aim at scheduling a subset of the Ng — 1
HBSs under total backhaul constraint C';. We compare the
proposed two-phase approach (see Algorithm 2) with the fol-
lowing. First, the Nj; exhaustive search is the scheme that
selects Nj; HBSs that maximize the sum rate via an exhaustive

iy T T T T T T T T T

ol o N;_‘ Exhaustive Search |
————— Two-Phase Sparsity Inducini
—_— N; Local

-
-

-—= N;_I Random

-
o

Per-MS Rate [bps/Hz]
©

@

~

0.45 0.5

025 03 035 04 0.55

the ratio of Rgpoy/Reey

Fig. 5. Average per-MS sum rate versus the ratio Rspot/Rcel in a single-
cell heterogeneous network with Np = 13 (Nll3 =6, N123 =6), Ny =
14 (N3, =8,N%, =6).np,; = 8,C = 20 bps/Hz, Cy = 300 bps/Hz, and

search, where Nj; is the cardinality of the set S;, obtained after
the first phase of the two-phase algorithm. Second, the Nj;
local is the scheme that selects the Nj; HBSs with the largest
value Cl°¢®l, where C1°®! is the capacity from the Ny, MSs to
BS i, i.e., Clo%@ = log det(I + H; X, H!) [23]. Note that this
criterion is local in that it does not account for the correlation
between the signals received by different HBSs. Finally, the Nj;
Random is the scheme that randomly selects N7; HBSs.

We consider a practical scenario in which the HBSs and MSs
are divided into two groups: N} HBSs and N3, MSs in group 1
and N% HBSs and N3, MSs in group 2, such that N + N3 =
Ng and N}; + N3, = Njs. The HBSs and MSs in group 1
are uniformly distributed within the whole cell, whereas those
in group 2 are distributed in a smaller cell overlaid on the
macrocell at hand and with radius Rspot < Fcent, Which models
a “hot spor” such as a building or a public space. Fig. 5
presents the per-MS sum rate versus ratio Rpot/Rcen With
Np =13 (N5 =6,N3 =6), Ny = 14 (N}, =8,NZ, =6),
np,; =8, C =20 bps/Hz, Cy = 300 bps/Hz, and gy = 100.
From the figure, it is observed that the Nj; local approach
provides a performance close to the NNj; exhaustive search
approach when the size of the hot spot is large. In fact, in
this case, the correlation between pairs of signals received
by different HBSs tends to be similar given the symmetry
of the network topology. However, for sufficiently small kot
spot size, the performance loss of the Nj; local approach
becomes significant, whereas the proposed two-phase scheme
still shows a performance almost identical to that of the Ny,
exhaustive search scheme (which requires a search over (162) =
924 combinations® of HBSs). This is because, in this case,
signals received by HBSs in the smaller kot spot tend to be more
correlated; thus, it is more advantageous to select the HBSs
judiciously to increase the sum rate.

SIn the simulation, it was observed that the average number N 77 of activated
HBSs is about 6 for the simulated configurations.
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VII. CONCLUSION

In this paper, we have studied distributed compression
schemes for the uplink of cloud radio access networks. We
proposed a robust compression scheme for a practical scenario
with inaccurate statistical information about the correlation
among the BSs’ signals. The scheme is based on a determin-
istic worst case problem formulation and the solution of the
corresponding KKT conditions. Via numerical results, we have
demonstrated that, while errors in the statistical model of the
SI make a distributed source coding strategy virtually useless,
the proposed robust compression scheme allows to tolerate
sizable errors without drastic performance degradation and
while still reaping the benefits of distributed source coding. In
this regard, we remark that the robust strategy could be further
improved in at least two ways, which are subject of current
work. First, one could deploy a layered compression strategy
that attempts to opportunistically leverage a more advantageous
SI (see, e.g., [37]). Second, one could enhance the decoding
operation by performing joint decompression and decoding, as
discussed in [9] and [38], for related models. Moreover, we
have addressed the issue of selecting a subset of BSs with the
aim of improving the energy efficiency of the network. This
was done by proposing a joint BS selection and compression
approach, in which a sparsity-inducing term is introduced into
the objective function. It was verified that the proposed joint BS
selection and compression method shows performance close to
exhaustive search.

APPENDIX A
PROOF OF THEOREM 1

Since the problem (16) involves infinitely many inequality
constraints, we first convert it into a problem with a finite num-
ber of inequalities, following the standard robust optimization
approach reviewed in [39]. This step will also allow us to
eliminate variable Ax\y < from the problem formulation. We
then show that the KKT conditions are necessary for optimality.
Finally, we formulate the KKT conditions and verify that a
solution to problem (19) also satisfies the KKT conditions.

Lemma 1: Problem (16) is equivalent to the following
problem:

imi (€2, I -1 Q,+1
maéilrtrgze Ji(Qi, ALsI) — log det(£2; 4+ 1)
S.t. fz(ﬂ“ /\UBI) —(C; <0. (28)

Proof: First, we consider the epigraph form of problem (16)
(see, e.g., [28, Sec. 4.1.3]) as follows:

maximize
Q;-0,t, Ax‘ys eH™ M

t — log det(I + ;)

t— fi(Q, Ax\ys) }
S.t. max ~ <0
{ Ji(Q4, Axys) — Ci

Amin(Ax(ys) > ALB; Amax(Axjys) < Aub-
(29)

Then, we observe that problem (29) is equivalent to the follow-
ing problem with one inequality constraint:

maximize ¢ — log det(I + €2;)
Q.-0,t

max{ tifi({zi’Ax‘yS)’ } <0.

S.t. max
Ji(Qi, Axys) — Ci

Ayjgg st (15)
(30)

Since the ordering of the maximum operators can be inter-
changed [28, Sec. 4.1.3], the inequality constraint in (30) can
be written as

t—  min

i Qia Ax y
- Ayys st (15) i 5s)
5 max fz(Qu Axlys) — Ci
Ayyg st (15)

<0. @3

To proceed, we need to maximize and minimize function
fi with respect to Aqus for given €2, under constraint
(15). To this end, note that function f; can be written
as the sum of logdet(I+ KiAxb}s) =12 log(1 +
by, (KiAx\yS )) and a term that is independent of Axb»,s, where
K, =1+ QZ-(HZEAJX‘}A,SHZ +1))71€2;, and \;(X) represents
the Ith largest eigenvalue of X. Finally, using the following
eigenvalue inequalities [40]:

A (Ki) Amin (Axys) < N(KiAyy,)

<N(Ki)Amax(Ayys)  (32)

for l=1,...,np,;, the optimal values for the maximization
and minimization of f; are obtained by setting Ax|y < = Ausl
and Ax‘g, < = ALBI, respectively. This leads to problem (28). B

Problem (28) is not convex due to the nonconvexity of
constraint set. In the next two lemmas, we list some necessary
conditions for the optimality of problem (28).

Lemma 2: The KKT conditions are necessary conditions for
optimality in problem (28).

Proof: It follows from [29] and direction calculation. [ |

Lemma 3: At any optimal point Q7 for problem (28), the
backhaul capacity should be fully utilized, i.e., f; (€2}, A\upI) =
Ci.

Proof: Suppose that QY is optimal but does not fully utilize
the backhaul capacity. Then, we can set £2; = QY with some
1 > 1 to increase the objective function in (28) without violat-
ing the backhaul capacity constraint of problem (28). Thus, Q?
cannot be the optimal solution. |

Now, without loss of optimality, we can consider only
the points satisfying the necessary conditions described in
Lemmas 2 and 3. To this end, with the choice (11), using
standard steps [28, Sec. 5.5.3] and [29], the KKT conditions
can be written as

clL o uclU
1+alclL 1+o 1—|—oqc§]

+0,=0,l=1,...,nB,;

(33a)
Oy =0,0,>0, l=1,...,np; (33b)
9V (.. ap, ) —Ci =0 (33¢)
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with Lagrange multipliers §; > 0 forl =1,...,np ; and ;1 >
0. We note that, similar to Lemmas 2 and 3, the conditions
(33a2)—(33c) can be shown to be necessary for the optimality
of the following problem:

ne, i

.. L
max1m1zizog7; (1, ey Qnp ;) — ; log det(1 + o)

st.gl (a1, ... any, ;) — Ci =0. (34)
However, according to the Weierstrass theorem [29], problem
(34) has a solution due to the compact constraint set. Thus, we
can find parameters o, ..., Qy,, , satisfying the KKT condi-
tions (33a)—(33c) with a proper choice of p.

The earlier discussion shows that any solution of problem
(34) provides a solution to the KKT conditions (33a)—(33c).
Moreover, we show that «; must lie in the set P;(u) with p €
(0, 1) to satisfy the conditions (33a)—(33c); thus, we can limit
the domain of the optimization (34), as done in (19)—(20c). This
is shown in the following. First, from the following lemma, the
search region for 4 can be restricted to the interval . € (0, 1).

Lemma 4: For p = 0 and p > 1, the conditions (33a)—(33c)
cannot be satisfied simultaneously.

Proof: With =0, it is impossible to satisfy (33a) and
(33b) simultaneously. For p > 1, (33a) does not hold with
nonnegative «;. |

Lemma 5: A value of «; with oy ¢ P; cannot satisfy the
conditions (33a)—(33c).

Proof: In order for (33a) and (33b) to hold together,
parameter «; should be such that

o + Quoy + S, =0, ifa; >0 (35)

o + Quoy + 8; >0, ifa; = 0. (36)
By direct calculation, it follows that candidate «; € P; (1) must
hold to satisfy both (35) and (36). |

APPENDIX B
PROOF OF THEOREM 2

The following lemma provides a problem formulation equiv-
alent to (24).
Lemma 6: Problem (24) is equivalent to

maxiinize log det (I + ;3

i

yi\yNB\{i})
—logdet(I+ €2;) — qutr(€2;)

s.t. log det (I + Qiz}’i‘yﬁ/’g\{i}) <C (3N

where X Ing\ 10 and C; are defined in Theorem 2.

Proof: Follows by using the chain rule for mutual informa-
tion, see [21] for details. |

Since problem (37) is nonconvex, we first solve the KKT
conditions, which can be proved to be necessary for optimal-
ity as in Lemma 2, and then show that the derived solution
also satisfies the general sufficiency condition in [29, Prop.
3.3.4]. If we set £2; as (11) with the eigenvalue decomposition

25 ga gy = Udiag(Ai,. .., Adny ) UT, the KKT conditions
can be written as
(1 - /J))\l 1 ’
_— 0,=0,1=1,... i
1+Oél>\l1+al qH+ l ) ) y B,
(38a)
Qlal:O, l:l,...,nBJ (38b)
np,i
m (Z log(1 + a;\;) — c,) = (38c¢)
=1
np, i
> log(l+ah) = C; <0 (38)
=1
with Lagrange multipliers §; > 0 for l =1,...,np ; and ;1 >

0. By direct calculation, we can see that the eigenvalues
Qi, ..., Qpy ;0 (26) satisty the conditions (382)—(38d).

Now, we show that the solution (26) also satisfies the general
sufficiency condition in [29, Prop. 3.3.4].

Lemma 7: Let €, " denote a pair obtained from
Theorem 2. Then, €7 is the global optimum of problem (37)
since it satisfies the sufficiency condition in [29, Prop. 3.3.4],
i.e., the following equality:

Q; = arg max L, 1) (39)
where we have the Lagrangian as follows:
ﬁ(ﬂi, /~L) = (1 - N) log det (I + ﬂizyﬂi’m;un)
—log det(2; +I) — qutr(€2;) (40)

and the complementary slackness condition p(logdet(I +
Qizy”yNB\{i}) - C;) =0.

Proof: In problem (39), selecting the eigenvectors of 2;
as those of Xy | JURVI does not involve any loss of opti-
mality due to the eigenvalue inequality logdet(I + AB) <
logdet(I+ T'aT'g), where I' o and I'g are diagonal matrices
with diagonal elements of the decreasing eigenvalues of A and
B, respectively, with A, B = 0 (see [17, App. B]). Then, (39)
is equivalent to showing that the eigenvalues o, ..., « in
(26) satisty

*
nB,i

a}‘:argm%((l—u*) log(1 + ag\;) — log(1 4+ y) — qroy)
apz

(41)
for I =1,...,np ;. The given condition can be shown by
following the same steps in [17, App. B]. |
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