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1.1
Abstract

The centralization gains afforded by cloud radio access network (C-RAN) in terms of
capital/ operating expense savings, flexibility, interference management and network
densification rely on the presence of high-capacity low-latency fronthaul connectiv-
ity between remote radio heads (RRHs) and the baseband unit (BBU). In light of the
non-uniform and limited availability of fiber optics cables, the bandwidth constraints
on the fronthaul network call, on the one hand, for the development of advanced
baseband compression strategies and, on the other, for a closer investigation of the
optimal functional split between RRHs and BBU. In this chapter, this optimal func-
tion split is studied at the PHY layer in terms of two key baseband signal processing
steps, namely channel estimation in the uplink and channel encoding/ linear precod-
ing in the downlink. Joint optimization of baseband fronthaul compression and of
baseband signal processing is tackled under different PHY functional splits, whereby
channel estimation and precoding are carried out either at the RRHs or at the BBU.
The analysis and numerical results yield insight on the regimes in terms of network
architecture and fronthaul capacities in which different functional splits are advanta-
geous. The treatment also emphasizes the versatility of deterministic and stochastic
successive convex approximation strategies for the optimization of C-RANs.

1.2
Introduction

In a Cloud Radio Access Network (C-RAN) architecture, the base station function-
alities, from the physical layer to higher layers, are implemented in a virtualized
fashion on centralized general-purpose processors rather than on the local hardware
of the base stations or access points. This results in a novel cellular architecture in
which low-cost wireless access points, which retain only radio functionalities and are
known as Remote Radio Heads (RRHs), are centrally managed by a reconfigurable
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centralized "cloud", or baseband unit (BBU). At a high level, the C-RAN concept can
be seen as an instance of network function virtualization techniques and hence as the
RAN counterpart of the separation of control and data planes proposed for the core
network in software-defined networking (see, e.g., [? ]). The C-RAN architecture
has the following key advantages:

• Reduced capital expense due to the possibility to substitute full-fledged base sta-
tions with RRHs with reduced space and energy requirements;

• Statistical multiplexing gain due to flexible allocation of radio and computing re-
sources across all the connected RRHs;

• Easier implementation of coordinated and cooperative transmission/ reception
strategies, such as eICIC and CoMP in LTE-A;

• Simplified network upgrades and maintenance due to the centralization of RAN
functionalities.

In the uplink, the RRHs are required to convey their respective received signals,
either in analog format or in the form of digitized baseband samples, to the BBU
for processing. In a dual fashion, in a C-RAN downlink, each RU needs to receive
from the BBU either directly the analog radio signal to be transmitted on the radio
interface, or a digitized version of the corresponding baseband samples. The RU-
CU bidirectional links that carry such information are referred to as fronthaul links,
in contrast to the backhaul links connecting the CU to the core network. The analog
transport solution is typically implemented on fronthaul links bymeans of radio-over-
fiber (see, e.g., [? ]). Instead, the digital transmission of baseband, or IQ, samples
is currently carried out by following the CPRI standard [? ], which most commonly
requires fiber optic fronthaul links. The digital approach appears to be favored due
to the traditional advantages of digital solutions, including resilience to noise and
hardware impairments and flexibility in the transport options (see, e.g., [? ]).
The main roadblock to the realization of the mentioned promises of C-RANs

hinges on the inherent restriction on bandwidth and latency of the fronthaul links
that may limit the advantages of centralized processing at the BBU. For example,
implementing the CPRI standard, the bit rate required for an LTE base station that
serves three cell sectors with carrier aggregation over five carriers and two receive
antennas exceeds even the 10 Gbit/s provided by standard fiber optics links [? ].
This problem is even more pronounced for networks in which fiber optic links are
not available due to the large capital expense required for their deployment, as for
heterogeneous networks with smaller RRHs.

1.2.1
Overview

As reported in [? ? ], the bottleneck on the performance of C-RANS due to the
capacity limitations of the fronthaul links can be alleviated by implementing a more
flexible separation of functionalities between RRHs and BBU rather than perform-
ing all baseband processing at the BBU. Examples of baseband operations that can
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be carried out at the RRH include FFT/IFFT, demapping, synchronization, channel
estimation, precoding and channel encoding. Note that [? ] also investigates the
possibility to implement functions at the higher layers, such as error detection, at the
RRHs. In this chapter, we explore the problem of optimal functional split between
RRHs and BBU at the physical layer by focusing on the two key baseband operations
of channel encoding and channel encoding/ precoding. The content of the chapter is
summarized as follows.

• For the uplink, we compare the standard implementation in which all baseband
processing, including channel estimation, is performed at the BBU with an alter-
native architecture in which channel estimation, along with the necessary frame
synchronization and resource demapping, is instead implemented at the RRH1) in
Sec. 1.3.

• For the downlink, we contrast the standard C-RAN implementation with one in
which channel encoding and precoding are applied at the RRH, while the BBU
retains the function of designing the precoding matrices based on the available
channel state information in Sec. 1.4.

Throughout, we take an information-theoretic approach in order to evaluate the
analytical expressions for the achievable performance. The analysis is corroborated
by extensive numerical results that provide insight into the performance comparisons
highlighted above. The chapter is concluded in Sec. ??.

1.3
Uplink: Where to Perform Channel Estimation?

In this section, we study the uplink and address the potential advantages that could
be accrued by performing channel estimation at the RRH rather than at the BBU. The
rationale for the exploration of this functional split is that communicating the digi-
tized signal received within the training portion of the received signal, as done in the
conventional implementation, may impose a more significant burden on the fronthaul
network that communicating directly the estimated channel state information (CSI).
It is also supported by the known information-theoretic optimality of separate esti-
mation and compression [? ]. In particular, we compare two different approaches: (i)
Conventional approach: The RRHs compress the training signal and CSI estimation
takes place at the BBU; and ii Channel Estimation at the RRH: The RRHs perform
CSI estimation and forward a compressed version of the CSI to the BBU. Note that
the conventional approach was studied in [2] and that this section is adapted from [?
]. We start by discussing the system model in Sec. 1.3.2 and then elaborate on the
two approaches in Sec. 1.3.3 and Sec. 1.3.4. Finally, we present some numerical
results in Sec. 1.3.6.

1) We focus on flat fading channels and hence implicitly assume that FFT/IFFT is implemented at the RRH
so as to enable per-subcarrier procesing of an OFDM signal.
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Figure 1.1 Uplink of a C-RAN system consisting of NM MSs and NR RRHs with the
fronthaul links of capacity C̄j .

1.3.1
System Model

1.3.2
System Model

Consider the uplink of a cellular system consisting of NM MSs, NR RRHs and a
BBU, as shown in Fig. 1.1. We denote the set of all MSs as NM = {1, . . . , NM}
and of all RRHs as NR = {1, . . . , NR}. The MSs, the i-th of which has Nt,i
transmit antennas, communicate in the uplink to the RRHs, where the j-th RRH
is equipped with Nr,j receive antennas. Each j-th RRH is connected to the BBU
via a fronthaul link of capacity C̄j . All rates, including C̄j , are normalized to the
bandwidth available on the uplink channel from MSs to RRHs and are measured
in bits/s/Hz. More precisely, we assume that C̄jTB bits can be transmitted on the
fronthaul by any j-th RRHover an arbitrary numberB of coherence blocks. Note that
each j-th RRH can thus allocate its fronthaul bits across different coherence blocks.
This is akin to the standard long-term power constraints considered in a large part of
the literature on fading channels (see, e.g., [1]). We define Nmin = min(Nt, Nr)
and Nmax = max(Nt, Nr) where Nt and Nr are the number of total transmit
antennas and total receive antennas, that isNt =

∑NM
i=1 Nt,i andNr =

∑NR
j=1Nr,j ,

respectively.
The channel coherence block, of length T channel uses, is split it into a phase for

channel training of length Tp channel uses and a phase for data transmission of length
Td channel uses, with

Tp + Td = T, (1.1)

as in [2, 3, 4, 5]. The signal transmitted by the i-th MS is given by a Nt,i × T
complex matrix Xi, where each column corresponds to the signal transmitted by the
Nt,i antennas in a channel use. This signal is divided into theNt,i× Tp pilot signal
Xp,i and theNt,i×Td data signalXd,i. We assume that the transmit signalXi has a
total per-block power constraint 1

T ‖Xi‖2 = Pi, and we define 1
Tp
‖Xp,i‖2 = Pp,i

and 1
Td
‖Xd,i‖2 = Pd,i as the powers used for training and data, respectively by the
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i-th MS. In terms of pilot and data signal powers, then, the power constraint becomes

Tp
T
Pp,i +

Td
T
Pd,i = Pi. (1.2)

For simplicity, we assume equal transmit power allocation for each antenna of all
MSs, and hence we havePi = P , Pd,i = Pd andPp,i = Pp for all i ∈ NM . We de-
fine Xp and Xd as the overall pilot signal and the data signal transmitted by all MSs,
respectively, i.e., Xp = [XT

p,1, . . . ,X
T
p,NM

]T and Xd = [XT
d,1, . . . ,X

T
d,NM

]T .
As in [2, 3], we assume that coding is performed across multiple channel coherence

blocks. This implies that the ergodic capacity describes the system performance
in terms of achievable sum-rate. Moreover, the training signal is Xp =

√
Pp
Nt

Sp
where Sp is a Nt × Tp matrix of i.i.d. CN (0, 1) variables. This implies that an
independently generated training sequence with power Pp/Nt is transmitted from
each transmitting antenna across all MSs. Similarly, during the data phase, the MSs
transmit independent streamswith powerPd/Nt from its transmitting antennas using
spatial multiplexing. As a result, we have Xd =

√
Pd
Nt

Sd where Sd is a Nt × Td
matrix of i.i.d. CN (0, 1) variables.
The Nr,j × T signal Yj received by the j-th RRH in a given coherence block,

where each column corresponds to the signal received by the Nr,j antennas in a
channel use, can be split into theNr,j×Tp received pilot signalYp,j and theNr,j×
Td data signal Yd,j . The received signal at the j-th RRH is then given by

Yp,j =

√
Pp
Nt

HjSp + Zp,j (1.3a)

and Yd,j =

√
Pd
Nt

HjSd + Zd,j , (1.3b)

where Zp,j and Zd,j are respectively the Nr,j × Tp and Nr,j × Td matrices of in-
dependent and identically distributed (i.i.d.) complex Gaussian noise variables with
zero-mean and unit variance, i.e, CN (0, 1). TheNr,j ×Nt channel matrix Hj col-
lects all the Nr,j × Nt,i channel matrix Hji from the i-th MS to the j-th RRH as
Hj = [Hj1, . . . ,HjNM ].
The channel matrix Hji is modeled as Rician fading with the line-of-sight (LOS)

component H̄ji, which is deterministic, and the scattered component Hw,ji with
i.i.d. CN (0, 1) entries. Overall, the channel matrix Hji between the j-th RRH and
the i-th MS is represented as

Hji =
√
αji

√ K

K + 1
H̄ji +

√
1

K + 1
Hw,ji

 , (1.4)

where the Rician factor K defines the power ratio of the LOS component and the
scattered component, and the parameter αji represents the power gain between the
j-th RRH and the i-th MS. The channel matrix Hj is assumed to be constant during
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each channel coherence block and to change according to an ergodic process from
block to block.

1.3.3
Conventional Approach

With the CFE scheme, the RRH compresses both its received pilot signal (1.3a) and
its received data signal (1.3b), and forwards them to the BBU on the fronthaul link.
The BBU then estimates the CSI based on the received compressed pilot signals and
performs coherent decoding.

Training Phase During the training phase, the vector of received training signals
Yp (1.3a) across all coherence times is compressed as

Ŷp = Yp + Qp, (1.5)

where the compression noise matrix Qp is assumed to have i.i.d. CN (0, σ2
p) entries

(see Remark ??). Based on (1.5), the channel matrix Hi from i-th MS to the RRH is
estimated at the BBU by the minimum mean square error (MMSE) method. Hence,
it can be expressed as

Hi = Ĥi + Ei, (1.6)

where the estimated channel Ĥi is a complex Gaussian matrix with mean ma-
trix

√
αiK
K+1H̄i and covariance matrix σ2

ĥi
INrNt,i , and the estimation error Ei

has i.i.d. CN (0, σ2
ei) entries. The variances of the estimated channel and the

estimation error can be calculated as σ2
ĥi

=
αi
K+1TpPp

TpPp+Nt(1+σ2
p)(K+1) and σ2

ei =

αiNt(1+σ2
p)

TpPp+Nt(1+σ2
p)(K+1) , respectively (see, e.g., [3, 9]).

Data Phase The compressed data signal received at the BBU in (??) can be written
as the sum of a useful term ĤXd and of the equivalent noiseNd = EXd+Zd+Qd,
namely

Ŷd = ĤXd + Nd, (1.7)

where the equivalent noise Nd has zero-mean and covariance matrix

RN = E[vec(Nd)vec(Nd)
†]

=

(
1 + σ2

d +
Pd
Nt

NM∑
i=1

Nt,iσ
2
ei

)
INrTd . (1.8)

Ergodic Achievable Rate The ergodic capacity that can be attained with the as-
sumedGaussian input distribution2) is given by themutual information 1

T I(Xd; Ŷd|Ĥ)
[bits/s/Hz] (see, e.g, [8, Ch. 3]), which is bounded in the next lemma.

2) Given the presence of imperfect CSI at the receiver, a Gaussian input distribution is generally not optimal
in terms of capacity (see, e.g., [10]).
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Lemma 1 Let Cp and Cd define the fronthaul rates allocated respectively to the
compressed pilot and data signals on the fronthaul from the RRH to the BBU. The
ergodic capacity for the CFE strategy can be bounded as 1

T I(Xd; Ŷd|Ĥ) ≥ R,
where

R =
Td
T
E
[
log2 det

(
INr + ρeffĤĤ†

)]
, (1.9)

with ρeff = Pd

Nt
(

1+σ2
d+

Pd
Nt

∑NM
i=1 Nt,iσ

2
ei

) , and Ĥ being distributed as in (1.6). More-

over, the quantization noise powers (σ2
p, σ

2
d) must satisfy the fronthaul constraint

Cp + Cd = C̄ , where

Cd =
Td
T

log2 det

(
INr +

Pd
Nt
E[HH†] + INr

σ2
d

)
(1.10a)

and Cp =
Tp
T

log2 det

(
INr +

Pp
Nt
E[HH†] + INr

σ2
p

)
, (1.10b)

with E[HH†] =

(
K
K+1H̄H̄† +

∑NM
i=1 αiNt,i
K+1 INr

)
.

For the CFE scheme, the ergodic achievable sum-rate (1.9) can now be optimized
over the fronthaul allocation (Cp, Cd) under the fronthaul constraint C̄ = Cp+Cd,
with Cp and Cd in (1.10), by maximizing the effective SNR ρeff in (1.9). This non-
convex problem can be tackled using a line search method [13] in a bounded interval
(e.g., over Cp in the interval [0, C̄]).

Remark 1 The lower bound R on the ergodic capacity in (1.9), and related bounds
in the next section, will be referred thereafter as the ergodic achievable rate.

1.3.4
Channel Estimation at the RRHs

Here, we introduce the ECF approach. Accordingly, each RRH estimates the CSI
based on its received pilot signal (1.3a), and then compresses both its estimated CSI
and its received data signal (1.3b) for transmission on the fronthaul. In this section,
we introduce the key common quantities that define the class of ECF schemes, which
are then studied in Section 1.3.5 for the single RRH case and in Section ?? for the
more general multiple RRHs case.

1.3.4.1 Training Phase
The MMSE estimate of Hj performed at the j-th RRH given the observation Yp,j

in (1.3a) is given by

H̃j=

√
Nt
Pp

Ȳp,jS
†
p

(
Nt (K + 1)

Pp
INr+ SpS

†
p

)−1

+

√
K

K + 1
H̄j , (1.11)
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where Ȳp,j = Yp,j−
√

Pp
Nt

K
K+1H̄jSp and H̄j = [

√
αj1H̄j1, . . . ,

√
αjNM H̄jNM ]

(see, e.g., [3, 9]). The estimated channel H̃j = [H̃j1, . . . , H̃jNM ] in (1.11) is such
that the estimated channel matrix H̃ji corresponding to the channel between the j-th
RRH and i-th MS has a matrix-variate complex Gaussian distribution with mean ma-

trix
√

αjiK
K+1 H̄ji and covariance matrix σ2

h̃ji
INr,j , where σ2

h̃ji
=

αji
K+1TpPp

TpPp+Nt(K+1) .

Moreover, we can decompose the channel matrix Hji into the estimate H̃ji and the
independent estimation error Eji, as

Hji = H̃ji + Eji, (1.12)

where the error Eji has i.i.d. CN (0, σ2
eji) entries with σ

2
eji =

αjiNt
TpPp+Nt(K+1) .

The sequence of channel estimates H̃j for all coherence times in the coding block
is compressed by the j-th RRH and forwarded to the BBU on the fronthaul link. The
compressed channel Ĥj is related to the estimate H̃j as

H̃j = Ĥj + Qp,j , (1.13)

where theNr,j×Nt quantization noisematrixQp,j has zero-mean i.i.d. CN (0, σ2
p,j)

entries (see Remark ??) and the compressed estimate Ĥj is complex Gaussian with
mean matrix

√
K
K+1H̄j and covariance matrix Rh̃j

− σ2
p,jINt , where Rh̃j

is di-
agonal matrix with main diagonals given by [σ2

h̃j1
INt,1 , . . . , σ

2
h̃jNM

INt,NM ] (see,
e.g., [8, Ch. 3]). We will discuss in Section 1.3.5 and Section ?? how to relate the
quantization noise variance σ2

p,j to the fronthaul capacity C̄j .

1.3.4.2 Data Phase
During the data phase, the j-th RRH compresses the signal Yd,j in (1.3b) and sends
it to the BBU on the fronthaul link. The received signals at the BBU are related to
Yd,j as

Ŷd,j = Yd,j + Qd,j , (1.14)

where Qd,j is independent of Yd,j and represents the quantization noise ma-
trix3). This is assumed to be zero-mean complex Gaussian with covariance matrix
E[vec(Qd,j)vec(Qd,j)

†] = Rd,j ⊗ ITd . By this definition, Rd,j is the covari-
ance matrix of the Nr,j × 1 compression noise vector for all the channel uses in
a data transmission period. Following our design choices for the other quantiza-
tion noises, we will mostly assume Rd,j to be a scaled identity matrix, namely
Rd,j = σ2

d,jINr,jTd (see Remark ??). However, we will allow this covariance

3) Note that we use a different formulation for the quantization test channel (see, e.g., [8, Ch. 3]) in (1.14)
with respect to (1.13). In (1.14) and similarly in (??) and (1.5), in fact, the quantization noise is added
to the signal to be compressed. While the formulation in (1.13) is optimal from a rate-distortion point
of view [8, Ch. 3], the test channel (1.14) is selected here for its analytical convenience. It is noted that
this test channel is assumed in many previous studies, including [14, 15, 2, 16].
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matrix to be arbitrary in Section 1.3.5.3 in order to illustrate the potential advantages
of a system design that adapts the quantizers to the current channel conditions (see
also Remark ??). The relationship of matrix Rd,j with the fronthaul capacity will
be clarified in the next sections.
We close this section by deriving a model for the received signals at the BBU that is

akin to (1.7)-(1.8) for CFE. With ECF, the BBU recovers the sequence of quantized
data signals Ŷd,j in (1.14) and of quantized channel estimates Ĥj in (1.13) from
the information received on the fronthaul link. Separating the desired signal and the
noise in (1.14), the received signal Ŷd,j from the j-th RRH can be expressed as

Ŷd,j = ĤjXd + Nd,j , (1.15)

where Nd,j denotes the equivalent noise Nd,j = (Qp,j + Ej) Xd + Zd,j + Qd,j ,
which has zero-mean and covariance matrix

RNj=E[vec(Nd,j)vec(Nd,j)
†]=Rd,j ⊗ ITd+σ

2
pej

INr,jTd (1.16)

with

σ2
pe,j =

(
1 + Pd

(
σ2
p,j +

∑NM
i=1 Nt,iσ

2
eji

Nt

))
, (1.17)

where we have used the relations E[Qp,jQ
†
p,j ] = Ntσ

2
p,jINr,j and E[EjE

†
j ] =∑NM

i=1 Nt,iσ
2
ejiINr,j . We observe that, as in (1.7)-(1.8), Nd,j is not Gaussian dis-

tributed and is not independent of Xd (see also [3]).

1.3.5
Analysis of ECF : The Single Base Station Case

In this section, we discuss how to calculate the compression noises statistics, namely
σ2
p,j for the estimated CSI (see (1.13)) and Rd,j for the data (see (1.14)). We con-

sider three different strategies in order of complexity, namely separate compression,
joint compression and joint adaptive compression of estimated CSI and received data
signal. Specifically, here, we first consider the single base station case, i.e.,NR = 1.
The more complex scenario with multiple RRHs will be studied in Section ?? by
building on the analysis in this section. For simplicity of notation, we drop the RRH
index in this section.

1.3.5.1 Separate Compression of Channel and Received Data Signal
Here, we consider the conventional option of compressing separately the sequence
of the estimated channels H̃ and of the received data signals Yd. For simplicity, and
due to the identical distribution of the entries of Yd, here we choose Rd = σ2

dINr
(see Remark 1).

Proposition 1 Let Cp and Cd denote respectively the fronthaul rates allocated for
the transmission of the compressed channel estimates (1.13) and of the compressed
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received signals (1.14) on the fronthaul link from the RRH to the BBU. The ergodic
achievable sum-rate for separate compression strategy is given as

R =
Td
T
E
[
log2 det

(
INr + ρeffĤĤ†

)]
, (1.18)

with

ρeff =
Pd

Nt
(

1 + σ2
d + Pd

(
σ2
p +

∑NM
i=1 Nt,iσ

2
ei/Nt

)) , (1.19)

with Ĥ being distributed as in (1.13), and with σ2
ei in (1.12). Moreover, the quan-

tization noise powers (σ2
p, σ

2
d) must satisfy the fronthaul constraint Cp + Cd = C̄ ,

where

Cp =
Nr
T

log2


∏NM
i=1

(
σ2
h̃i

)Nt,i
(σ2
p)Nt

 (1.20a)

and Cd =
Td
T

log2 det

(
INr +

Pd
Nt
E[HH†] + INr

σ2
d

)
, (1.20b)

with σ2
h̃i

being given in (1.11).

As for CFE, the ergodic achievable sum-rate (1.18) can now be optimized over the
fronthaul allocation (Cp, Cd) under the fronthaul constraint C̄ = Cp+Cd, withCp
and Cd in (1.20), by maximizing the effective SNR ρeff in (1.19) using a line search
[13] in a bounded interval.

Remark 2 If we consider the special case of a Rayleigh fading channel, that isK =
0, the ergodic achievable sum-rate (1.18) can be evaluated explicitly following [17].
Moreover, by imposing equality in (1.20b), we can easily calculate the quantization
variance σ2

d as

σ2
d =

Pd
Nt

∑NM
i=1 αiNt,i + 1

2TCd/(NrTd) − 1
. (1.21)

Remark 3 For Rayleigh fading (K = 0) andNr = Nt = 1, the ergodic achievable
sum-rate (1.9) obtained with CFE equals the ergodic achievable sum-rate (1.18) with
ECF based on separate compression. Further comparisons among the discussed
methods will be presented in Section ?? via numerical results.

Remark 4 In the discussion above, we have considered the power allocation
(Pp, Pd) and the time allocation (Tp, Td) as fixed. The optimization of these pa-
rameters can be carried out similar to [3] and is not further detailed here.
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1.3.5.2 Joint Compression of Channel and Received Data Signal
Here we propose a more sophisticated method to convey the sequence of the channel
estimates Ĥ in (1.13) and of received data signals Ŷd in (1.14) over the fronthaul
link. This method leverages the fact that channel estimates H̃ in (1.12) and received
signals Yd in (1.3b), and thus Ĥ and Ŷd, are correlated. As in Section 1.3.5.1, we
assume an uncorrelated compression covariance Rd = σ2

dINr in (1.14) and we are
interested in finding the optimal pair (σ2

p, σ
2
d).

Proposition 2 The ergodic achievable sum-rate for joint compression strategy can
be bounded as (1.18), where ρeff is given by (1.19). Moreover, the quantization noise
powers (σ2

p, σ
2
d) must satisfy the fronthaul constraint Cp + Cd = C̄ , where

Cd =
Td
T

(
E
[
log2 det

(
INr+ρeffĤĤ†

)]
+Nr log2

(
σ2
pe+σ

2
d

)
−Nr log2 σ

2
d

)
,

(1.22)

and Cp is defined in (??), with Ĥ being distributed as in (1.13) and σ2
pe being given

in (1.17).

The ergodic achievable sum-rate (1.18) can now be optimized over the quantization
noise powers (σ2

p, σ
2
d) under the fronthaul constraint C̄ = Cp+Cd, withCp in (??)

and Cd in (1.22), using a two-dimensional search.

Remark 5 It is useful to compare the fronthaul constraint in (1.20), corresponding
to separate compression, with C̄ = Cp+Cd, which applies to joint compression with
Cp in (??) and Cd in (1.22). To this end, we observe that (1.20) can be expressed in
terms of the quantization noise variance σ2

p and σ2
d using (??) and (1.20b), leading

to the condition

C̄ = Cp +
Td
T

log2 det

(
INr +

Pd
Nt
E[HH†] + INr

σ2
d

)
. (1.23)

The difference between (1.23) and the condition C̄ = Cp +Cd, with Cp in (??) and
Cd in (1.22), is given as

Td
T

(
log2 det

(
INr+ρeffE

[
ĤĤ†

])
E
[
log2 det

(
INr+ρeffĤĤ†

)])
≥ 0,

(1.24)

where the latter condition follows by Jensen’s inequality since we haveE
[
ĤĤ†

]
=

K
K+1H̄H̄†+ (

∑NM
i=1 Nt,iσ

2
h̃i
−Ntσ2

p)INr . Inequality (1.24) shows that joint com-
pression has the potential of improving the efficiency of fronthaul utilization. This
will be further explored via numerical results in Section ??.

1.3.5.3 Joint Adaptive Compression of Channel and Received Data Signal
In this section, we introduce an improved method for joint compression of channel
and received data signal. The main idea is that of adapting the covariance matrix Rd
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of the compression noise added to the data signal (see (1.14)) to the channel estimate
in each channel coherence block. The rationale for this approach is that if, e.g., the
channel quality in a coherence block is poor, there is no reason to invest significantly
fronthaul capacity for the compression of the corresponding received data signal. We
recall that, in the strategy studied in the previous section, the covariance matrix Rd

was instead selected to be equal for all the coherence blocks (and given as Rd =
σ2
dINrTd ).
We start by observing that (??) suggests that joint compression can be performed

in two steps: (i ) first, the channel estimate sequence in compressed with required
fronthaul rate 1

T I(H̃; Ĥ); (ii ) then, given that the sequence of channel estimates
Ĥ for all coherence blocks is known at both the RRH an the BBU, the RRH uses a
different compression strategy for the quantization of Yd depending on the value of
Ĥ4). Based on this observation, we propose here to adapt the choice of matrix Rd

to the current value of Ĥ for each coherence block. To emphasize this fact, we use
the notation Rd(Ĥ).

Proposition 3 For a given adaptive choice Rd(Ĥ) of the compression covariance
matrix on the data signal, the ergodic achievable sum-rate for joint adaptive com-
pression strategy is given as

R=
Td
T
E

[
log2det

(
INt+

Pd
Nt

Ĥ†
(
Rd(Ĥ)+ σ2

peINr

)−1
Ĥ

)]
, (1.25)

where Ĥ is distributed as in (1.13) and σ2
pe is given in (1.17). Moreover, the quanti-

zation noise power σ2
p and the covariance matricesRd(Ĥ)must satisfy the fronthaul

constraint Cp + Cd = C̄ , where

Cd =
Td
T
E

[
log2 det

(
INr+R−1

d (Ĥ)

(
Pd
Nt

ĤĤ†+σ2
peINr

))]
(1.26)

and Cp is defined in (??).

We now observe that the optimization of the compression covariance matrices
Rd(Ĥ) of the data signal for a given the variance σ2

p can be carried out analytically.
The problem of maximizing the ergodic achievable sum-rate (1.25) then reduces to
a one-dimensional search over σ2

p .

Proposition 4 Define the eigenvalue decomposition

Pd
Nt

ĤĤ† + σ2
peINr = U(Ĥ)diag

(
t1(Ĥ), . . . , tNr (Ĥ)

)
U†(Ĥ). (1.27)

The problem of maximizing the ergodic achievable sum-rate (1.25) under the con-
straint C̄ = Cp + Cd, with Cp in (??) and Cd in (1.26), admits the solution

4) In practice, the values of Ĥ can be quantized in order to reduce the number of codebooks.
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Figure 1.2 Ergodic achievable sum-rate vs. fronthaul capacity (NR = NM = 1,
Nt = Nr = 1, P = 20dB, T = 10, and K = 0).

Rd(Ĥ) = U(Ĥ)diag(λ1(Ĥ), . . . , λNr (Ĥ))−1U†(Ĥ), where the inverse eigen-
values are given as

λ∗n(Ĥ) =

[
1

µ

(
1

σ2
pe

− 1

tn(Ĥ)

)
− 1

σ2
pe

]+

, (1.28)

for n = 1, . . . , Nr; σ2
pe is given in (1.17); the Lagrange multiplier µ∗ is such that

the condition C̄ = Cp + Cd, with Cp in (??) and Cd in (1.26), is satisfied with the
equality.

1.3.6
Numerical Results

In this section, we evaluate the performance of the proposed compression strategies
for the uplink of a multi-cell system. Throughout, we assume that everyMS is subject
to the same power constraint P and that each RRH has the same fronthaul capacity
C̄ , that is Pi = P for i ∈ NM and C̄j = C̄ for j ∈ NR. Moreover, we set H̄j =
1Nr,j×Nt . We optimize over the power allocation (Pp, Pd) and we set Tp = Nt
(except for the non-coherent scheme where Tp = 0), which was shown to be optimal
in [3] for a point-to-point link with no fronthaul limitation.
We start by considering case of a single MS and a single RRH, namely NR = 1

and NM = 1 and consider the performance of the ECF schemes, of CFE and of
non-coherent and semi-coherent processing. For the latter, we focus on the semi-
coherent scheme with one-bit CSI and without one-bit CSI. Fig. 1.2 and Fig. 1.3
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Figure 1.3 Ergodic achievable sum-rate vs. coherence time (NR = NM = 1,
Nt = Nr = 1, C̄ = 6 bits/s/Hz, P = 20dB, and K = 0).

show the ergodic achievable sum-rate for all the mentioned schemes as function of
the fronthaul capacity C̄ and coherence time T 5), respectively. For reference, in both
figures, we also show the upper bound obtained by standard cut-set arguments, name-
ly min(C̄, Rnc), where Rnc is the non-coherent capacity of the MS-RRH channel
[6]. In Fig. 1.2, we set Nt = Nr = 1, power P = 20dB, coherence time T = 10
and consider Rayleigh fading channel, i.e., K = 0. At low fronthaul capacity C̄
(here, C̄ < 4), it is seen that the semi-coherent strategy is to be preferred due to its
ability to devote the limited fronthaul resources to convey only information about the
data block to the BBU. Note that the semi-coherent scheme with one-bit CSI outper-
forms the case with no CSI unless the fronthaul capacity C̄ is smaller or very close
to 1/T (i.e., the overhead for the one-bit CSI on the fronthaul). Conversely, for suf-
ficiently large fronthaul capacities (here, C̄ > 7), the non-coherent approach turns
out to be advantageous. This is because, when the compression noise is negligible,
the achievable rate is upper bounded by the non-coherent capacity6) (see, e.g., [6]).
Instead, for intermediate fronthaul values, ECF and CFE schemes are the preferred
choice. Concerning the comparison between ECF and CFE, Fig. 1.2 demonstrates

5) Consider a multicarrier system. The coherence bandwidth can be approximated as 1/(50στ ), where
στ is the delay spread [22]. Therefore, by imposing 1/(50στ ) = T∆f , where ∆f is the subcarrier
spacing, one can find that a delay spread equal to στ = 1/(50T∆f) causes a coherent block equal to
T channel uses. For instance, with∆f = 15kHz, as for LTE systems, we get thatT = 1 corresponds
to στ = 13µs.

6) In a non-coherent information-theoretic set-up, the optimization of the transmit signals allows, as a
special case, the selection of a pilot-based transmission in which all codewords contain the same training
sequence.
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Figure 1.4 Ergodic achievable sum-rate vs. coherence time (NR = NM = 1,
Nt = Nr = 2, C̄ = 5 bits/s/Hz, P = 5dB, and K = 0).

that the ECF strategy is advantageous. In particular, for the scenario at hand, CFE
performs as ECF with separate compression as discussed in Section 1.3.5.1. How-
ever, progressively more complex ECF schemes have better performance, with the
joint adaptive strategy outperforming the joint approach and the separate strategy. Fi-
nally, we note that the gains obtained by more complex ECF compression strategies
are especially pronounced in the region of interest of moderate fronthaul capacity, in
which the fronthaul capacity is at a premium and should be used efficiently.
The effect of an increase of the coherence time on the ergodic achievable sum-

rate is instead investigated with Nt = Nr = 1, fronthaul capacity C̄ = 6, power
P = 20dB, and Rayleigh fading in Fig. 1.3. The figure illustrates that the non-
coherent strategy is clearly advantageous over the other schemes for T = 1 given that
it operates without transmitting any pilot signal. Moreover, ECF with Joint adaptive
compression is especially advantageous for large coherence time due to the increased
relevance of an efficient compression of the data signal when Td � Tp.
We set Nt = Nr = 2 and compare the performance of ECF, CFE and of non-

coherent and semi-coherent processing with one-bit CSI and without one-bit CSI.
The effect of an increase of the coherence time on the ergodic achievable sum-rate
is investigated in Fig. 1.4 with fronthaul capacity C = 5 bits/s/Hz, and power P =
5dB. Note that the rate of the non-coherent scheme is significantly smaller than
those of the semi-coherent and coherent schemes for the considered range of values
of T and is hence not shown to enhance legibility. The figure illustrates that the
semi-coherent strategy is clearly advantageous over the other schemes in the regime
of a small coherence period due to its reduced fronthaul overhead. Instead, for larger
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Figure 1.5 Ergodic achievable sum-rate vs. fronthaul capacity (NR = NM = 1,
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Figure 1.6 Ergodic achievable sum-rate vs. power constraint (NR = NM = 1,
Nt = Nr = 2, C̄ = 10 bits/s/Hz, T = 4, and K = 0).

coherence times, the coherent ECF and CFE schemes are the preferred choice due to
a decreasing share of the fronthaul rate required for CSI. In particular, for the scenario
at hand, CFE and ECF have comparable performance (see also Remark 1).
In Fig. 1.5, we set the power as P = 10dB and the coherence time as T =
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4 and plot the ergodic achievable sum-rate versus the fronthaul capacity. At low
fronthaul capacity C (here, C < 6), it is seen that the semi-coherent strategy is
to be preferred due to its ability to reduce the fronthaul overhead. Note that the
semi-coherent scheme with one-bit CSI outperforms the one with no CSI unless the
fronthaul capacityC is smaller or very close to 1/T (i.e., the overhead for the one-bit
CSI on the fronthaul). Conversely, for sufficiently large fronthaul capacities (here,
C > 9), the non-coherent approach turns out to be advantageous. This is because,
when the compression noise is negligible, the achievable rate is upper bounded by
the non-coherent capacity7) (see, e.g., [6]). Instead, for intermediate fronthaul values,
ECF and CFE schemes are to be preferred.
In Fig. 1.6, the ergodic sum-rate is plotted versus the power constraint P with

backhaul capacityC = 10 bits/s/Hz, and coherence time T = 4. The rate with non-
coherent decoding is plotted from power 10dB due to the validity of the formula
in [4, Theorem 9] only in the high-SNR regime. It is seen that the semi-coherent
strategy, which only quantizes the data signal, is superior to the other schemes for
low power constraint. This is because, in the high-SNR regime, the quantization
noise downrates the performance.
We now turn to consider a multiple RRHs and multiple MSs scenario withNR =

NM = 2,Nt = Nr = 4 and focus on the comparison among the different proposed
ECF schemes and CFE8). The performance comparison among the proposed ECF
schemes discussed above is confirmed by the results reported in Fig. 1.7, 1.8 and 1.9.
Fig. 1.7 shows the ergodic achievable sum-rate of the three compression methods
versus the transmit powerP with fronthaul capacity C̄ = 6, coherence time T = 10,
channel gain αji = 1 for all j ∈ NR, i ∈ NM , and Rayleigh fading channel (K =
0). It is seen that the performance gains of more complex compression strategies
is more evident in the high SNR regime, in which the compression noise imposes a
significant bottleneck to the system performance.
In Fig. 1.8, the ergodic achievable sum-rate is plotted versus the inter-cell channel

gain αji assumed to be the same for all i 6= j, while αjj = 1 for j ∈ NR, with
fronthaul capacity C̄ = 6, power P = 20dB, coherence time T = 10 and Rayleigh
fading. As it is well known (see, e.g., [23]), at low inter-cell gain, the inter-cell inter-
ference is deleterious; instead, when the inter-cell gain is large enough, the central
decoder can take advantage of the additional signal paths and the sum-rate increases.
Finally, we show the impact of the Rician factorK in Fig. 1.9 with fronthaul capac-

ity C̄ = 6, power P = 20dB and channel gain αji = 1 for all j ∈ NR, i ∈ NM .
We observe that the performance of the joint adaptive compressionmethod approach-
es that of the joint compression method as the Rician factorK increases. This is be-
cause the joint adaptive compression scheme is based on an optimization of the com-
pression strategy that adapts the quantization error on the data signal to the channel

7) In a non-coherent information-theoretic set-up, the optimization of the transmit signals allows, as a
special case, the selection of a pilot-based transmission in which all codewords contain the same training
sequence.

8) With multiple RRHs and MSs, evaluating the non-coherent capacities, and thus also the cut-set bound
is an open problem. Moreover, the evaluation of the performance of semi-coherent strategies is left for
future work.
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Figure 1.7 Ergodic achievable sum-rate vs. SNR (dB) (NR = NM = 2, Nt = Nr = 4,
C̄ = 6 bits/s/Hz, T = 10, αji = 1, and K = 0).
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Figure 1.8 Ergodic achievable sum-rate vs. inter-cell gain αji (NR = NM = 2,
Nt = Nr = 4, C̄ = 6 bits/s/Hz, P = 20dB, T = 10 and K = 0).

estimates for each coherence block. Therefore, in the presence of reduced channel
variations due to a larger Rician factorK , the performance gain of the adaptive joint
approach are reduced.
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Figure 1.9 Ergodic achievable sum-rate vs. Rician factor K (NR = NM = 2,
Nt = Nr = 4, C̄ = 6 bits/s/Hz, P = 20dB, T = 20 and αji = 1).

1.4
Downlink: Where to Perform Channel Encoding and Precoding?

In this section, we turn to the downlink and address the question of whether it may
be more advantangeous to implement channel encoding and precoding at the RRHs
rather than at the BBU as in the conventional implementation. Specifically, we com-
pare the following two approaches: i Conventional approach the BBU performs
channel coding and precoding and then the BBU compresses and forwards the re-
sulting baseband signals on the fronthaul links to the RRHs; ii Channel encoding
and precoding at the RRHs: The BBU does not perform precoding but rather for-
wards separately the information messages of a subset of MSs along with the com-
pressed precoding matrices to the each RRH, which then performs precoding. Under
a simplified quasi-static channel, rather than ergodic, channel model, the convention-
al approach was studied in [25, 26, 27, 28], while the alternative functional split ii
was investigated in [? ]. This section is adapted from the reference [? ]. We start
by detailing the system model in Sec. 1.4.1. In Section 1.4.2, we study the conven-
tional approach, while the alternative functional split mentioned above is is studied
in 1.4.3. In Section 1.4.4, numerical results are presented to provide insight into the
comparison under study.
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Figure 1.10 Downlink of a C-RAN system in which a single cluster of RRHs is connected
to a BBU via finite-capacity fronthaul links. The downlink channel matrix H varies in an
ergodic fashion along the channel coherence blocks and its instantaneous realization is
unknown to the BBU and the RRHs.

1.4.1
System Model

We consider the downlink of a C-RAN in which a cluster ofNR RRHs provides wire-
less service toNM MSs as illustrated in Fig. 1.10. Most of the baseband processing
for all the RRHs in the cluster is carried out at a BBU that is connected to each i-th
RRHvia a fronthaul link of finite capacity, as further discussed below. Each i-th RRH
has Nt,i transmit antennas and each j-th MS has Nr,j receive antennas. We denote
the set of all RRHs asNR = {1, . . . , NR} and of all MSs asNM = {1, . . . , NM}.
We define the number of total transmit antennas as Nt =

∑NR
i=1Nt,i and of total

receive antennas asNr =
∑NM
j=1Nr,j .

Each coded transmission block spans multiple coherence periods, e.g., multiple
distinct resource blocks in an LTE system, of the downlink channel. Specifically,
we adopt a block-ergodic channel model, in which the fading channels are constant
within a coherence period but vary in an ergodic fashion across a large number of
coherence periods. Within each channel coherence period of duration T channel
uses, the baseband signal transmitted by the i-th RRH is given by aNt,i×T complex
matrix Xi, where each column corresponds to the signal transmitted from the Nt,i
antennas in a channel use.
The Nr,j × T signal Yj received by the j-th MS in a given channel coherence

period, where each column corresponds to the signal received by the Nr,j antennas
in a channel use, is given by

Yj = HjX + Zj , (1.29)

where Zj is the Nr,j × T noise matrix, which consist of i.i.d. CN (0, 1) entries;
Hj = [Hj1, . . . ,HjNR

] denotes theNr,j ×Nt channel matrix for j-th MS, where
Hji is theNr,j×Nt,i channel matrix from the i-th RRH to the j-thMS; andX is the
collection of the signals transmitted by all the RRHs, i.e., X = [XT

1 , . . . ,X
T
NR

]T .
As per the discussion above, the channel matrix Hj is assumed to be constant during
each channel coherence block and to change according to a stationary ergodic process
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from block to block. We consider both the scenarios in which the BBU has either
perfect instantaneous information about the channel matrix H or it is only aware of
the distribution of the channel matrix H, i.e., to have stochastic CSI . Instead, the
MSs always have full CSI about their respective channel matrices, as we will state
more precisely in the next sections. The transmit signal Xi has a power constraint
given as E[||Xi||2]/T ≤ P̄i.

Remark 6 A specific channel model of interest is the standard Kronecker model,
whereby the channel matrix Hji is written as

Hji = ΣΣΣ
1/2
R,jiH̃jiΣΣΣ

1/2
T,ji, (1.30)

where theNt,i×Nt,i matrixΣΣΣT,ji and theNr,j×Nr,j matrixΣΣΣR,ji are the transmit-
side and receiver-side spatial correlation matrices, respectively, and theNr,j×Nt,i
random matrix H̃ji has i.i.d. CN (0, 1) variables and accounts for the small-scale
multipath fading [24]. With this model, stochastic CSI entails that the BBU is hence
only aware of the correlation matrices ΣΣΣT,ji and ΣΣΣR,ji. Moreover, in case that the
RRHs are placed in a higher location than the MSs, one can assume that the receive-
side fading is uncorrelated, i.e., ΣΣΣR,ji = INr,j , while the transmit-side covariance
matrixΣΣΣT,ji is determined by the one-ring scattering model (see [24] and references
therein). In particular, if the RRHs are equipped with λ/2-spaced uniform linear
arrays, we have ΣΣΣT,ji = ΣΣΣT (θji,∆ji) for the j-th MS and the i-th RRH located
at a relative angle of arrival θji and having angular spread ∆ji, where the element
(m,n) of matrix ΣΣΣT (θji,∆ji) is given by

[ΣΣΣT (θji,∆ji)]m,n =
αji

2∆ji

∫ θji+∆ji

θji−∆ji

exp−jπ(m−n) sin(φ) dφ, (1.31)

with the path loss coefficient αji between the j-th MS and the i-th RRH being given
as

αji =
1

1 +
(
dji
d0

)η , (1.32)

where dji is the distance between the j-th MS and the i-th RRH, d0 is a reference dis-
tance, and η is the path loss exponent. �

Each i-th fronthaul link has capacity C̄i, which is measured in bit/s/Hz, where the
normalization is with respect to the bandwidth of the downlink channel. In other
words, the capacity of the i-th fronthaul link is C̄i bits per channel use of the down-
link. The fronthaul capacity constraint limits the fronthaul rate that is allocated in
the coding block, and hence across all the fading states, to be no larger than C̄i. The
fronthaul constraint will be further discussed in Section 1.4.2 and 1.4.3.

1.4.2
Conventional Approach

In this section, we first describe the CAP strategy in Section 1.4.2.1. Then, we briefly
review known strategies for the joint optimization of fronthaul compression and pre-
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Figure 1.11 Block diagram of the Compression-After-Precoding (CAP) scheme (“Q"
represents fronthaul compression).

coding with perfect instantaneous channel knowledge at the BBU in Section 1.4.2.2.
Finally, we propose an optimization algorithm under the assumption of stochastic
CSI at the BBU in Section 1.4.2.3.

1.4.2.1 Problem Formulation
With the CAP scheme as illustrated in Fig. 1.11, the BBU performs channel coding
and precoding, and then compresses the resulting baseband signals so that they can
be forwarded on the fronthaul links to the corresponding RRHs. This strategy cor-
responds to the standard approach envisioned for C-RANs [25, 26, 27, 28]. Specifi-
cally, channel coding is performed separately for the information stream intended for
each MS. This step produces the data signal S = [S†1, . . . ,S

†
NM

]† for each coher-
ence block, where Sj is the Mj × T matrix containing, as rows, the Mj ≤ Nr,j
encoded data streams for the j-th MS. We define the number of total data streams as
M =

∑NM
j=1Mj and assume the conditionM ≤ Nt. Following standard random

coding arguments, we take all the entries of matrix S to be i.i.d. as CN (0, 1). The
encoded data S is further processed to obtain the transmitted signals X as detailed
below.
The precoded data signal computed by the BBU for any given coherence time can

be written as X̃ = WS, where W is theNt×M precoding matrix. Note that with
instantaneous CSI a different precoding matrix W is used for different coherence
times in the coding block, while, with stochastic CSI, the same precoding matrix W
is used for all coherence times. In both cases, the precoded data signal X̃ can be
divided into the Nt,i × T signals X̃i corresponding to i-th RRH for all i ∈ NR
as X̃ = [X̃†1, . . . , X̃

†
NR

]†. Specifically, the baseband signal X̃i for i-th RRH is
defined as X̃i = Wr

iS, where Wr
i is the Nt,i × Nr precoding matrix for the i-th

RRH, which is obtained by properly selecting the rows of matrix W (as indicated
by the superscript “r" for “rows"): the matrix Wr

i is given as Wr
i = DrT

i W,
with the Nt × Nt,i matrix Dr

i having all zero elements except for the rows from∑i−1
k=1Nt,k + 1 to

∑i
k=1Nt,k, that contain anNt,i ×Nt,i identity matrix.

The BBU quantizes each sequence of baseband signal X̃i for transmission on the
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i-th fronthaul link to the i-th RRH.Wewrite the compressed signalsXi for i-th RRH
as

Xi = X̃i + Qx,i, (1.33)

where the quantization noise matrix Qx,i is assumed to have i.i.d. CN (0, σ2
x,i) en-

tries. The quantization noises Qx,i are independent across the RRH index i, which
can be realized via separate quantizers for the signals of different RRHs. Note that
the possibility to leverage quantization noise correlation across the RRHs via joint
quantization is explored in [28] for static channels. Based on (1.33), the design of
the fronthaul compression reduces to the optimization of the quantization noise vari-
ances σ2

x,1, . . . , σ
2
x,NR

. The power transmitted by i-th RRH is then computed as

Pi
(
W, σ2

x,i

)
=

1

T
E[||Xi||2] = tr

(
DrT
i WW†Dr

i + σ2
x,iI
)
, (1.34)

where we have emphasized the dependence of the power Pi(W, σ2
x,i) on the pre-

coding matrix W and quantization noise variances σ2
x,i. Moreover, using standard

rate-distortion arguments, the rate required on the fronthaul between the BBU and
i-th RRH in a given coherence interval can be quantified by I(X̃i; Xi)/T (see, e.g.,
[8, Ch. 3]). Therefore, the rate allocated on the i-th fronthaul link is equal to

Ci
(
W, σ2

x,i

)
= log det

(
DrT
i WW†Dr

i + σ2
x,iI
)
−Nt,i log

(
σ2
x,i

)
, (1.35)

so that the fronthaul capacity constraint is Ci(W, σ2
x,i) ≤ C̄i.

We assume that each j-th MS is aware of the effective receive channel matrices
H̃jk = HjW

c
k for all k ∈ NM at all coherence times, where Wc

k is theNt×Nr,j
precoding matrix corresponding to k-th MS, which is obtained from the precoding
matrix W by properly selecting the columns as W = [Wc

1, . . . ,W
c
NM

]. We
collect the effective channels in the matrix H̃j = [H̃j1, . . . , H̃jNM ] = HjW.
The effective channel H̃j can be estimated at the MSs via downlink training.
Under this assumption, the ergodic achievable rate for the j-th MS is computed
as E[RCAPj (H,W,σσσ2

x)], with RCAPj (H,W,σσσ2
x) = IH(Sj ; Yj)/T , where

IH(S̃j ; Yj) represents the mutual information conditioned on the value of channel
matrix H, the expectation is taken with respect to H and

RCAPj

(
H,W,σσσ2

x

)
= log det

(
I+Hj

(
WW†+ Ωx

)
H†j

)
(1.36)

− log det

I+Hj

 ∑
k∈NM\j

Wc
kW

c
k
†+Ωx

H†j

 ,
with the covariance matrix Ωx being a diagonal with diagonal blocks given as
diag([σ2

x,1I, . . . , σ
2
x,NR

I]) and σσσ2
x = [σ2

x,1, . . . , σ
2
x,NR

]T .
The ergodic achievable weighted sum-rate can be optimized over the precoding

matrix W and the compression noise variances σσσ2
x under fronthaul capacity and

power constraints. In the next subsections, we consider separately the cases with
instantaneous and stochastic CSI.
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1.4.2.2 Perfect Instantaneous CSI
In the case of perfect channel knowledge at the BBU, the design of the precoding ma-
trixW and the compression noise variancesσσσ2

x, is adapted to the channel realization
H for each coherence block. To emphasize this fact, we use the notation W(H) and
σσσ2
x(H). The problem of optimizing the ergodic weighted achievable sum-rate with

given weights µj ≥ 0 for j ∈ NM is then formulated as follows:

maximize
W(H),σσσ2

x(H)

∑
j∈NM

µjE
[
RCAPj

(
H,W(H),σσσ2

x(H)
)]

(1.37a)

s.t. Ci
(
W, σ2

x,i(H)
)
≤ C̄i, (1.37b)

Pi
(
W(H), σ2

x,i(H)
)
≤ P̄i, (1.37c)

where (1.37b)-(1.37c) apply for all i ∈ NR and all channel realizations H. Due
to the separability of the fronthaul and power constraints across the channel real-
izations H, the problem (1.37) can be solved for each H independently. Note that
the achievable rate in (1.37a) and the fronthaul constraint in (1.37b) are non-convex.
However, the functions RCAPj (H,W(H),σσσ2

x(H)) and Ci(W(H), σ2
x,i(H)) can

be then seen to be difference of convex (DC) functions of the covariance matrices
Ṽj(H) = W̃c

j(H)W̃c†
j (H) for all j ∈ NM and the variance σσσ2

x(H). The result-
ing relaxed problem can be tackled via the Majorization-Minimization (MM) algo-
rithm as detailed in [28], from which a feasible solution of problem (1.37) can be
obtained. We refer to [28] for details.

1.4.2.3 Stochastic CSI
With only stochastic CSI at the BBU, in contrast to the case with instantaneous CSI,
the same precoding matrix W and compression noise variances σσσ2

x are used for all
the coherence blocks. Accordingly, the problem of optimizing the ergodic weighted
achievable sum-rate can be reformulated as follows:

maximize
W,σσσ2

x

∑
j∈NM

µjE
[
RCAPj

(
H,W,σσσ2

x

)]
(1.38a)

s.t. Ci
(
W, σ2

x,i

)
≤ C̄i, (1.38b)

Pi
(
W, σ2

x,i

)
≤ P̄i, (1.38c)

where (1.38b)-(1.38c) apply to all i ∈ NR. In order to tackle this problem, we adopt
the Stochastic Successive Upper-bound Minimization (SSUM) method [29], where-
by, at each step, a stochastic lower bound of the objective function is maximized
around the current iterate9). To this end, similar to [28], we recast the optimiza-
tion over the covariance matrices Vj = Wc

jW
c
j
† for all j ∈ NM , instead of the

precoding matrices Wc
j for all j ∈ NM . We observe that, with this choice, the

objective function is expressed as the average of DC functions, while the constraint
(1.38b) is also a DC function, with respect to the covarianceV = [V1 . . .VNM ] and

9) We mention here that an alternative method to attack the problem would be the strategy introduced in
[30]. We leave the study of this approach to future work.
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Table 1.1 CAP Design of Fronthaul Compression and Precoding

1: Initialization (outer loop): Initialize the covariance matrices V(0) and the
quantization noise variances σσσ2 (0)

x , and set n = 0.
2: repeat
3: n← n+ 1
4: Generate a channel matrix realization H(n) using the available stochastic

CSI.
5: Initialization (inner loop): Initialize V(n,0) = V(n−1) and σσσ2 (n,0)

x =

σσσ
2 (n−1)
x , and set r = 0.

6: repeat
7: r ← r + 1

max
V,σσσ2

x

1

n

n∑
l=1

∑
j∈NM

µjR̃
CAP
j

(
H(l),V,σσσ2

x|V(l−1),σσσ2 (l−1)
x

)
s.t. C̃i

(
V, σ2

x,i|V(n,r−1), σ
2 (n,r−1)
x,i

)
≤ C̄i, (1.39)

Pi
(
V, σ2

x,i

)
≤ P̄i, for all i ∈ NR.

8: Update V(n,r) ← V and σσσ2 (n,r)
x ← σσσ2

x.
9: until a convergence criterion is satisfied.
10: Update V(n) ← V(n,r) and σσσ2 (n)

x ← σσσ
2 (n,r)
x .

11: until a convergence criterion is satisfied.
12: Solution: Calculate the precodingmatrixW from the covariance matricesV(n)

via rank reduction as Wj = γjν
(Mj)
max (V

(n)
j ) for all j ∈ NM , where γj is

obtained by imposing Pi
(
W, σ2

x,i

)
= P̄i using (1.34).

the quantization noise variances σσσ2
x. As discussed above, the resulting problem is a

rank-relaxation of the original problem (1.38). Due to the DC structure, locally tight
(stochastic) convex lower bounds can be calculated for objective function (1.38a) and
the constraint (1.38b) (see, e.g., [31]).
The proposed algorithm based on SSUM [29] contains two nested loops. At each

outer iteration n, a new channel matrix realization H(n) = [H
T (n)
1 , . . . ,H

T (n)
NM

]
is drawn based on the availability of stochastic CSI at the BBU. For example, with
the model (1.30), the channel matrices are generated based on the knowledge of the
spatial correlation matrices. Following the SSUM scheme, the outer loop aims at
maximizing a stochastic lower bound on the objective function, given as

1

n

n∑
l=1

R̃CAPj

(
H(l),V,σσσ2

x|V(l−1),σσσ2 (l−1)
x

)
, (1.40)

where R̃CAPj (H(l),V,σσσ2
x|V(l−1),σσσ

2 (l−1)
x ) is a locally tight convex lower bound

onRCAPj (H,W,σσσ2
x) around solution V(l−1), σσσ2 (l−1)

x obtained at the (l− 1) the
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outer iteration when the channel realization is H(l). This can be calculated as (see,
e.g., [29])

R̃CAPj

(
H(l),V,σσσ2

x|V(l−1),σσσ2 (l−1)
x

)
, log det

(
I+H

(l)
j

(
NM∑
k=1

Vk+Ωx

)
H

(l) †
j

)
−f

(
I + H

(l)
j ΛΛΛ

(l−1)
j H

(l) †
j , I + H

(l)
j ΛΛΛjH

(l) †
j

)
, (1.41)

whereΛΛΛj =
∑NM
k=1,k 6=j Vk + Ωx,ΛΛΛ

(l−1)
j =

∑NM
k=1,k 6=j V

(l−1)
k + Ωx, the covari-

ancematrixΩ
(l)
x is a diagonalmatrixwith diagonal blocks given as diag([σ

2 (l)
x,1 I, . . . ,

σ
2 (l)
x,NR

I]) and the linearized function f(A,B) is obtained from the first-order Taylor
expansion of the log det function as

f(A,B) , log det (A) +
1

ln2
tr
(
A−1 (B−A)

)
. (1.42)

Since the maximization of (1.40) is subject to the non-convex DC constraint (1.38b),
the inner loop tackles the problem via the MM algorithm i.e., by applying successive
locally tight convex lower bounds to the left-hand side of the constraint (1.38b) [32].
Specifically, given the solution V(n,r−1) andσσσ2 (n,r−1)

x at (r−1)-th inner iteration
of then-th outer iteration, the fronthaul constraint in (1.38b) at the r-th inner iteration
can be locally approximated as

C̃i
(
V, σ2

x,i|V(n,r−1), σ
2 (n,r−1)
x,i

)
, (1.43)

f

(
NM∑
k=1

DrT
i V

(n,r−1)
k Dr

i+σ
2 (n,r−1)
x,i I,

NM∑
k=1

DrT
i VkD

r
i+σ

2
x,iI

)
−Nt,i log

(
σ2
x,i

)
.

The resulting combination of SSUM and MM algorithms for the solution of prob-
lem (1.38) is summarized in Table Algorithm 1.1. The algorithm is completed by
calculating, from the obtained solution V∗ of the relaxed problem, the precoding
matrix W by using the standard rank-reduction approach [33], which is given as
W∗

j = γjν
(Mj)
max (V∗j ) with the normalization factor γj , selected so as to satisfy the

power constraint with equality, namely Pi
(
W, σ2

x,i

)
= P̄i.

Two remarks are in place on the properties of the proposed algorithm. First, since
the approximated functions (1.41) and (1.43) are local lower bounds, the algorithm
provides a feasible solution of the relaxed problem at each inner and outer iteration
(see, e.g., [29]). The second remark is that, from [29, 31], as long as a sufficient
number of inner iterations is performed at each outer iteration, the algorithm is guar-
anteed to converge to stationary points of the relaxed problem.

1.4.3
Compression-Before-Precoding

With the Compression-Before-Precoding (CBP) scheme, the BBU calculates the pre-
coding matrices, but does not perform precoding. Instead, as illustrated in Fig. 1.12,
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Figure 1.12 Block diagram of the Compression-Before-Precoding (CBP) scheme (“Q" and
“Q−1" represents fronthaul compression and decompression, respectively).

it uses the fronthaul links to communicate the information messages of a given subset
of MSs to each RRH, along with the corresponding compressed precoding matrices.
Each RRH can then encode and precode the messages of the given MSs based on
the information received from the fronthaul link. As it will be discussed, in the CBP
scheme, unlike CAP, a preliminary clustering step is generally advantageous where-
by each MS is assigned to a subset of RRHs. In the following, we first describe
the CBP strategy in Section 1.4.3.1; then we review the design problem under in-
stantaneous CSI in Section 1.4.3.2; and, finally, we introduce an algorithm for the
joint optimization of fronthaul compression and precoding with stochastic CSI at the
BBU.

1.4.3.1 Precoding and Fronthaul Compression for CBP
As shown in Fig. 1.12, in the CBPmethod, the precoding matrix W̃ and the informa-
tion streams are separately transmitted from the BBU to the RRHs, and the received
information bits are encoded and precoded at each RRH using the received precod-
ing matrix. Note that, with this scheme, the transmission overhead over the fronthaul
depends on the number of MSs supported by a RRH, since the RRHs should receive
all the corresponding information streams.
Given the above, with the CBP strategy, we allow for a preliminary clustering step

at the BBU whereby each RRH is assigned by a subset of the MSs. We denote the set
of MSs assigned by i-th RRH asMi ⊆ NM for all i ∈ NR. This implies that i-th
RRH only needs the information streams intended for the MSs in the setMi. We
also denote the set of RRHs that serve the j-th MS, as Bj = {i|j ∈Mi} ⊆ NR for
all j ∈ NM . We use the notationMi[k] and Bj [m] to respectively denote the k-th
MS andm-th RRH in the setsMi and Bj , respectively. We define the number of all
transmit antennas for the RRHs, which serve the j-th MS, asNt,Bj . We assume here
that the sets of MSs assigned by i-th RRH are given and not subject to optimization
(see Section 1.4.4 for further details).
The precoding matrix W̃ is constrained to have zeros in the positions that cor-

respond to RRH-MS pairs such that the MS is not served by the given RRH. This
constraint can be represented as

W̃ =
[
Ec

1W̃
c
1, . . . ,E

c
NMW̃c

NM

]
, (1.44)
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where W̃c
j is the Nt,Bj × Nr,j precoding matrix intended for j-th MS and RRHs

in the cluster Bj , and the Nt × Nt,Bj constant matrix Ec
j (Ec

j only has either a
0 or 1 entries) defines the association between the RRHs and the MSs as Ec

j =[
Dc
Bj [1], . . . ,D

c
Bj [|Bj |]

]
, with the Nr × Nr,j matrix Dc

j having all zero elements

except for the rows from
∑j−1
k=1Nr,k+1 to

∑j
k=1Nr,j , which contain anNr,j×Nr,j

identity matrix.
The sequence of the Nt,i × Nr,Mi precoding matrices W̃r

i intended for each i-
th RRH for all coherence times in the coding block is compressed by the BBU and
forwarded over the fronthaul link to the i-th RRH. The compressed precoding matrix
Wr

i for i-th RRH is given by

Wr
i = W̃r

i + Qw,i, (1.45)

where the Nt,i × Nr,Mi
quantization noise matrix Qw,i is assumed to have zero-

mean i.i.d. CN (0, σ2
w,i) entries and to be independent across the index i. Overall,

theNt ×Nr compressed precoding matrix W for all RRHs is represented as

W = W̃ + Qw, (1.46)

where W = [Er†
1 W†

w,1, . . . ,E
r†
NR

W†
w,NR

]†, W̃ and Qw are similarly defined.
Note that we have E[vec(Qw) vec(Qw)†] = Ωw, where Ωw is a diagonal matrix
with diagonal blocks given by [σ2

w,1I, . . . , σ
2
w,NR

I].
The ergodic rate achievable for j-th MS can be written asE[RCBPj (H,W̃,σσσ2

w)],
where

RCBPj

(
H,W̃,σσσ2

w

)
=

1

T
IH (Sj ; Yj)=log det

(
I+Hj

(
W̃W̃†+Ωw

)
H†j

)
− log det

I + Hj

 ∑
k∈NM\j

W̃c
kW̃

c†
k + Ωw

H†j

 . (1.47)
1.4.3.2 Perfect Instantaneous CSI
With perfect CSI at the BBU, as discussed in Section 1.4.2.2, one can adopt the pre-
coding matrix W̃(H), the user rates {Rj(H)} and the quantization noise variances
σσσ2
w(H) to the current channel realization at each coherence block. The rate required

to transmit precoding information on the i-th fronthaul in a given channel realizations
H is given by Ci(H,W̃r

i , σ
2
w,i)/T , with

1

T
Ci
(
H,W̃r

i , σ
2
w,i

)
=

1

T
IH(W̃r

i ; W
r
i ) (1.48)

=
1

T

{
log det

(
DrT
i W̃W̃†Dr

i+σ
2
w,iI

)
−Nt,i log

(
σ2
w,i

)}
,

where the rate Ci(W̃r
i , σ

2
w,i) required on i-fronthaul link is defined in (1.35). Note

that the normalization by T is needed since only a single precoding matrix is needed
for each channel coherence interval. Then, under the fronthaul capacity constraint,
the remaining fronthaul capacity that can be used to convey precoding information
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Table 1.2 CBP Design of Fronthaul Compression and Precoding

1: Initialization: Initialize the covariance matrices Ṽ(0) and the user rate {R(0)
j }

and set n = 0.
2: repeat
3: n← n+ 1
4: Generate a channel matrix realization H(n) using the available stochastic

CSI.
max

Ṽ,{Rj}

∑
j∈NM

µjRj (1.50)

Rj ≤
1

n

n∑
l=1

R̃CBPj

(
H(l), Ṽ|Ṽ(l−1)

)
,∑

j∈Mi

Rj ≤ C̄i,

Pi
(
Ṽ, 0

)
≤ P̄i, for all i ∈ NR and j ∈ NM .

5: Update Ṽ(n) ← Ṽ and {R(n)
j } ← {Rj}.

6: until a convergence criterion is satisfied.
7: Solution: Calculate the precodingmatrixW̃ from the covariance matrices Ṽ(n)

via rank reduction as W̃j = γjν
(Mj)
max (Ṽ

(n)
j ) for all j ∈ NM , where γj is

obtained by imposing Pi
(
W̃, σ2

w,i

)
= P̄i using (1.34).

corresponding to the i-th RRH is C̄i −
∑
j∈Mi

Rj . As a result, the optimization
problem of interest can be formulated as

maximize
W̃(H),σσσ2

w,i(H),{Rj(H)}

∑
j∈NM

µjRj(H) (1.49a)

s.t. Rj(H) ≤ RCBPj

(
H,W̃(H),σσσ2

w(H)
)
, (1.49b)

1

T
Ci
(
H,W̃r

i (H), σ2
w,i(H)

)
≤ C̄i −

∑
j∈Mi

Rj(H), (1.49c)

Pi
(
W̃r

i (H), σ2
w,i(H)

)
≤ P̄i, (1.49d)

where the constraints apply to all channel realization, (1.49b) applies to all j ∈ NM ,
(1.49c) - (1.49d) apply to all i ∈ NR and the transmit power Pi(W̃r

i (H), σ2
w,i(H))

at i-th RRH is defined in (1.34). Similar to Section 1.4.2.2, the problem (1.49) can
be studied for each H independently. In addition, each subproblem can be tackled
by using MM algorithm as explained in [28].
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1.4.3.3 Stochastic CSI
With stochastic CSI at the BBU, the same precoding matrix is used for all the coher-
ence blocks and hence the rate required to convey the precoding matrix W̃r

i to each
i-th RRH becomes negligible. As a result, we can neglect the effect of the quanti-
zation noise and set σ2

w,i = 0 for all i ∈ NR. Accordingly, the fronthaul capacity
can be only used for transfer of the information stream as

∑
j∈Mi

Rj ≤ Ci, for all
i ∈ NR. Based on the above considerations, the optimization problem of interest is
formulated as

maximize
W̃,{Rj}

∑
j∈NM

µjRj (1.51a)

s.t. Rj ≤ E
[
RCBPj

(
H,W̃,000

)]
, (1.51b)∑

j∈Mi

Rj ≤ C̄i, (1.51c)

Pi
(
W̃r

i , 0
)
≤ P̄i, (1.51d)

where (1.51b) applies to all j ∈ NM , (1.51c)-(1.51d) apply to all i ∈ NR and the
transmit power Pi(W̃r

i , σ
2
w,i) at i-th RRH is defined in (1.34). In problem (1.51),

the constraint (1.51b) is not only non-convex but also stochastic. Similar to Section
1.4.2.3, the functions RCBPj (H,W̃) can be seen to be DC functions of the covari-
ance matrices Ṽj = W̃c

jW̃
c†
j for all j ∈ NM , hence opening up the possibility to

develop a solution based on SSUM. Referring to Section 1.4.2.3, for details, given
the solutions Ṽ(l−1) at the previous iterations, l ≤ n, the algorithm approximates
the function E[RCBPj (H,W̃)] in (1.51b) with the stochastic upper bound as

1

n

n∑
l=1

R̃CBPj

(
H(l), Ṽ|Ṽ(l−1)

)
(1.52)

with

R̃CBPj

(
Ṽ|H(l), Ṽ(l−1)

)
, log det

(
I + H

(l)
j

(
NM∑
k=1

Ṽk

)
H
† (l)
j

)
(1.53)

−f

I + H
(l)
j

 NM∑
k=1,k 6=j

Ṽ
(l−1)
k

H
† (l)
j , I + H

(l)
j

 NM∑
k=1,k 6=j

Ṽk

H
† (l)
j

 ,
where the linearization function f(A,B) is defined in (1.42). The algorithm which
is summarized in Table Algorithm 1.2, has the same properties discussed for the
algorithm in Table Algorithm 1.1, namely it provides a feasible solution of the relaxed
problem at each iteration and it converge to a stationary point of the same problem.

1.4.4
Numerical Results

In this section, we compare the performance of the CAP and CBP schemes in the set-
up under study of block-ergodic channels. To this end, we consider a system in which
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



dji

RRH i

MS j

Figure 1.13 Set-up under consideration for the numerical results in Section 1.4.4, where
the RRHs are randomly located in a square with side δ and all MSs and RRHS are
randomly uniformly placed.

the RRHs and the MSs are randomly located in a square area with side δ = 500m
as in Fig. 1.13. In the path loss formula (1.32), we set the reference distance to
d0 = 50m and the path loss exponent to η = 3. We adopt the spatial correlation
model in (1.31) with the angular spread ∆ji = arctan(rs/dji), with the scatter-
ing radius rs = 10m and with dji being the Euclidean distance between the i-th
RRH and the j-th MS. Throughout, we assume that the every RRH is subject to the
same power constraint P̄ and has the same fronthaul capacity C̄ , that is P̄i = P̄ and
C̄i = C̄ for i ∈ NR. Moreover, in the CBP scheme, the MS-to-RRH assignment
is carried out by choosing, for each RRH, the Nc MSs that have the largest instan-
taneous channel norms for instantaneous CSI and the largest average channel matrix
norms for stochastic CSI. Note that this assignment is done for each coherence block
in the former case, while in the latter the same assignment holds for all coherence
blocks. Note also that a given MS is generally assigned to multiple RRHs.
The effect of the fronthaul capacity limitation on the ergodic achievable sum-rate

is investigated in Fig. 1.14, where the number of RRHs and MSs isNR = NM = 4,
the number of transmit antennas is Nt,i = 2 for all i ∈ NR, the number of receive
antennas is Nr,j = 1 for all j ∈ NM , the power is P̄ = 10dB, and the coherence
time is T = 20. We first observe that, with instantaneous CSI, the CAP strategy is
uniformly better than CBP as long as the fronthaul capacity is sufficiently large (here
C̄ > 2). This is due to the enhanced interference mitigation capabilities of CAP
resulting from its ability to coordinate all the RRHs via joint baseband processing
without requiring the transmission of all messages on all fronthaul links. Note, in
fact, that, with CBP, only Nc MSs are served by each RRH, and that making Nc
larger entails a significant increase in the fronthaul capacity requirements. We will
later see that this advantage of CAP is offset by the higher fronthaul efficiency of
CBP in transmitting precoding information for large coherence periods T (see Fig.
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Figure 1.14 Ergodic achievable sum-rate vs. the fronthaul capacity C̄ (NR = NM = 4,
Nt,i = 2, Nr,j = 1, P̄ = 10 dB, T = 20, and µ = 1).

1.16). Instead, with stochastic CSI, in the low fronthaul capacity regime, here about
C̄ < 6, the CBP strategy is generally advantageous due to the additional advantage
that is accrued by amortizing the precoding overhead over the entire coding block.
Another observation is that, for small C̄ , the CBP schemeswith progressively smaller
Nc have better performance thanks to the reduced fronthaul overhead. Moreover, for
large C̄ , the performance of the CBP scheme with Nc = NM , whereby each RRH
serves all MSs, approaches that of the CAP scheme.
The effect of the power constraint P̄ is investigated in Fig. 1.15, where the num-

ber of RRHs and MSs is NR = NM = 4, the number of transmit antennas is
Nt,i = 2, the number of receive antennas is Nr,j = 1, the fronthaul capacity is
C̄ = 6 bits/s/Hz, and the coherence time is T = 15. As a general rule, increasing P̄
enhances the relative impact of the quantization noise on the performance. This can
be seen from, e.g., (1.35), from which it follows that the quantization noise variance
increases with the power P̄ for a fixed value of the fronthaul capacity C̄ . The CAP
approach is seen to be advantageous in the low power regime, in which the RRH
coordination gains are not offset by the effect of the quantization noise. In contrast,
the CBP method is to be preferred in the larger power regime due to the limited im-
pact of the quantization noise on its performance since only precoding information
is quantized.
Fig. 1.16 shows the ergodic achievable sum-rate as function of the coherence time

T , withNR = NM = 4,Nt,i = 2,Nr,j = 1, C̄ = 2 bits/s/Hz, and P̄ = 20 dB. As
anticipated, with instantaneous CSI, CBP is seen to benefit from a larger coherence
time T , since the fronthaul overhead required to transmit precoding information gets
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Figure 1.15 Ergodic achievable sum-rate vs. the power constraint P̄ (NR = NM = 4,
Nt,i = 2, Nr,j = 1, C̄ = 6 bits/s/Hz, T = 15, and µ = 1).
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Figure 1.16 Ergodic achievable sum-rate vs. the coherence time T (NR = NM = 4,
Nt,i = 2, Nr,j = 1, C̄ = 2 bits/s/Hz, P̄ = 20dB, and µ = 1).

amortized over a larger period. This is in contrast to CAP for which such overhead
scales proportionally to the coherence time T and hence the CAP scheme is not
affected by the coherence time. As a result, CBP can outperform CAP for sufficiently
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Figure 1.17 Ergodic achievable sum-rate vs. the number of MSs NM (NR = 4, Nt,i = 2,
Nr,j = 1, C̄ = 4 bits/s/Hz, P̄ = 10 dB, T = 10, and µ = 1).

0 2 4 6 8 10 12 14 16
2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

7.5

Number of receive antennas Nr,j

E
rg
o
d
ic

a
ch
ie
va
b
le

su
m
-r
a
te

(b
it
s/
s/
H
z)

 

 

CAP
CBP (NC=2)

CBP (NC=3)

Stochastic 
     CSI Instantaneous

        CSI

Figure 1.18 Ergodic achievable sum-rate vs. the number of recevie antennas Nr

(NR = NM = 4, Nt,i = 2, C̄ = 3 bits/s/Hz, P̄ = 10 dB, T = 10, and µ = 1).

large T in the presence of instantaneous CSI. Instead, with stochastic CSI, given the
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large SNR, as discussed around Fig. 1.15, CBP is to be preferred.
In Fig. 1.17, the ergodic achievable sum-rate is plotted versus the number of MSs

NM for NR = 4, Nt,i = 2, Nr,j = 1, C̄ = 4, P̄ = 10dB and T = 10. It is
observed that the enhanced interference mitigation capabilities of CAP without the
overhead associated to the transmission of all messages on the fronthaul links yield
performance gains for denser C-RANs, i.e., for larger values of NM . This remains
true for both instantaneous and stochastic CSI cases.
Finally, in Fig. 1.18, the ergodic achievable sum-rate is plotted versus the number

of each receive antennasNr,j forNR = NM = 4,Nt,i = 2, C̄ = 3 bits/s/Hz, P̄ =
10 dB and T = 10. Although the achievable rate of each MS is increased by using
a large number of MS antennas, the achievable sum-rate with the CBP approach is
restricted due to the limited number of cooperative RRHs as dictated by the fronthaul
capacity requirements for the transmission of the data streams. Hence, it is shown
that the CAP approach provides significant advantages in the presence of a large
number of antennas at MS for both instantaneous and stochastic CSI. Moreover, we
observe that the performance advantages of having instantaneous CSI as compared
to stochastic CSI decrease in the regime of the large number of MS antenna. This is
because, in this regime, serving only one MS entails only a minor loss in capacity,
hence not requiring sophisticated precoding operations.

1.4.5
Conclusion

In this chapter, we have investigated the joint design of fronthaul compression
and precoding for the downlink of C-RANs in the practically relevant scenario of
block-ergodic fading with both instantaneous and stochastic CSI. The study com-
pares the Compress-After-Precoding (CAP) and the Compress-Before-Precoding
(CBP) approaches, which differ in their fronthaul compression requirements and
interference mitigation capabilities. Efficient algorithms have been proposed for the
maximization of the ergodic achievable sum-rate based on the stochastic successive
upper-bound minimization technique. Extensive numerical results have quantified
the regimes, in terms of fronthaul capacity, transmit power, channel coherence time
and density of C-RANs, in which CAP and CBP are to be preferred.
In this paper, we have studied the design of the fronthaul compression strategies

for the uplink of network MIMO systems by accounting for both CSI and data trans-
fer from the RRHs to the BBU. Motivated by the information-theoretic optimization
of separate estimation and compression, we have adopted an Estimate-Compress-
Forward (ECF) approach, whereby the RRHs first estimate the CSI and then for-
ward the compressed CSI to the BBU. The alternative Compress-Forward-Estimate
(CFE) approach, already studied in previous work, is also considered for reference
along with non-coherent transmission. Various schemes of increasing complexity
are proposed that aim at optimizing the ergodic achievable sum-rate subject to fron-
thaul constraints. Specifically, separate and joint data signal and CSI compression
strategies are devised. Moreover, in the presence of multiple RRHs, we have com-
bined the proposed fronthaul strategies with distributed source coding to leverage
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the received signal correlation across RRHs. From numerical results, we have ob-
served that the ECF approach outperforms the CFE approach, and that more complex
joint compression strategies have significant advantages in the regime of intermedi-
ate fronthaul capacity, in which the fronthaul capacity should be used efficiently, and
for sufficiently large SNR and channel coherence times. Finally, we have proposed
a semi-coherent strategy that does not convey any CSI or pilot information over the
fronthaul links. It was seen by numerical results that this scheme is large enough,
while the latter is advantageous in the regime of low fronthaul capacity.
As a general conclusion, the relative merits of the two techniques depend on the in-

terplay between the enhanced interference management abilities of CAP, particularly
for dense networks, and the lower fronthaul requirements of CBP in terms of precod-
ing information overhead, especially for large coherence periods and with stochastic,
rather than instantaneous CSI. To elaborate, CBP requires data streams and precod-
ing information to be sent on the fronthaul links. Hence, the fronthaul overhead of
CBP increases with the network density, due to the larger number of data streams,
and decreases with the coherence period and in the presence of stochastic CSI, owing
to the reduced overhead for precoding. In contrast, the fronthaul overhead of CAP,
which is due to the quantization of the baseband signals, does not depend on the
network density, thus enabling to reap the interference management benefits of joint
baseband processing at a larger scale. However, for small fronthaul capacities, large
coherence periods and insufficiently dense networks, particularly in the presence of
stochastic CSI, the interference management benefits of CAP may be outweighted by
the lower fronthaul overhead of CBP.
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