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Abstract

As algorithmic decision-making systems (ADMS) are increasingly deployed across var-
ious sectors, the importance of research on fairness in Artificial Intelligence (AI) continues
to grow. In this paper we highlight a number of significant practical limitations and regula-
tory compliance issues associated with the application of existing bias mitigation methods
to ADMS. We present an example of an algorithmic system used in recruitment to illus-
trate these limitations. Our analysis of existing methods indicates a pressing need for a
change in the approach to the development of new methods. In order to address the limi-
tations, we provide recommendations for key factors to consider in the development of new
bias mitigation methods that aim to be effective in real-world scenarios and comply with
legal requirements in the European Union, United Kingdom and United States, such as
non-discrimination, data protection and sector-specific regulations. Further, we suggest a
checklist relating to these recommendations that should be included with the development
of new bias mitigation methods.

1. Introduction

Artificial Intelligence (AI), particularly using machine learning (ML) techniques, is increas-
ingly being employed in decision-making systems across various domains. Algorithmic
decision-making systems (ADMS) typically rely on historical data to make predictions about
individuals, which are then used to make decisions that affect them. However, this data
may contain biases against certain groups or individuals, e.g., due to replicating historical
societal discrimination, not being representative of the population the ADMS is deployed
on, or incorrectly measuring features of individuals (Mehrabi et al., 2021), potentially lead-
ing to discriminatory decisions. In high-stakes domains such as healthcare, criminal justice,
and recruitment, the potential negative impact of these systems can be significant, making
it crucial to address and mitigate these biases.

(©2024 The Authors. Published by AI Access Foundation under Creative Commons Attribution License CC BY 4.0.



WALLER, RODRIGUES, LEE & COCARASCU

ADMS are used in both private and public sectors with organisations increasingly rely-
ing on them to reduce workload and free up resources (Engin & Treleaven, 2019; Deloitte,
2021). Despite the potential advantages, there have been several instances where ADMS
were involved in unfair decisions. For example, in the United States, the COMPAS system
used to predict the likelihood of a criminal re-offending — influencing decisions on pa-
role and sentencing — was found to incorrectly identify black defendants as more likely to
re-offend compared to white defendants (Larson et al., 2016; Northpointe, 2019). In recruit-
ment, Amazon’s hiring tool exhibited bias against women due to the under-representation
of women in the dataset of previously hired candidates (Dastin, 2022). Further, individuals
may not be aware they are being treated unfairly (Wachter et al., 2021), making it chal-
lenging for users and developers to fully understand and mitigate the scope and potential
harmful effects of these systems. The potential lack of transparency and accountability
highlights the need for evaluation and consideration in ensuring these systems do not lead
to discrimination.

As ADMS become more prevalent, the field of fairness in Al has seen an influx of
literature in recent years (see Dunkelau and Leuschel (2019), Pessach and Shmueli (2023b),
Hort et al. (2024) for surveys). Many bias mitigation methods have been proposed, mostly
aiming to reduce bias in ADMS according to various fairness metrics. These metrics quantify
different notions of fairness and measure the extent of unwanted bias in these systems. The
tendency to focus on fairness metrics may risk overlooking the systemic social and legal
perspectives on fairness and bias. Ensuring ADMS are fair to individuals and communities
is an important cross-disciplinary issue which must consider the context and application of
the systems deployed (Waller & Waller, 2020).

In this paper we describe key challenges faced by existing bias mitigation methods for
ADMS. We categorise these challenges by the methods’ practical applicability in real-world
contexts and their misalignment with laws and regulations. Based on the limitations of
existing bias mitigation methods for ADMS, we suggest recommendations to help guide the
development of more effective ones. This paper is an extension of Waller et al. (2023b) and
expands it in a number of ways:

e We provide more background on existing legal frameworks pertaining to non-discrimi-
nation, data protection, AI and sector-specific laws in the European Union (EU),
United Kingdom (UK) and United States of America (US).

e We present a running example of ADMS used in recruitment to illustrate how regu-
lations could impact the use of existing bias mitigation methods for ADMS.

e We suggest an expanded set of considerations to keep in mind while developing new
bias mitigation methods.

e We propose a checklist which includes a series of questions to consider when creating
a new bias mitigation method.

The rest of this paper is structured as follows. In Section 2 we provide the background
on algorithmic fairness including types of bias mitigation methods, datasets, and metrics
used, as well as regulations that pertain to the use of bias mitigation methods for ADMS.
In Section 3 we discuss the limitations of existing bias mitigation methods and describe how
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these motivate the recommendations made for the creation of new bias mitigation methods
for ADMS. In Section 4 we suggest a checklist to be included with the development of new
bias mitigation methods, relating to the recommendations made in Section 3. We discuss
the legal process of proving discrimination and related work in Section 5, and conclude in
Section 6.

We hope that this paper will advance the discussion towards the design of bias mitigation
methods that consider the applicability in different use cases as well as the social and legal
perspectives on fairness and bias.

2. Background

In this section we provide background on algorithmic fairness and legal frameworks rele-
vant for bias mitigation methods for ADMS, and present an example of ADMS deployed
in recruitment for use throughout the paper. Non-discrimination laws are prevalent around
the world, as one of the fundamental rights encoded in the United Nations’ Universal Dec-
laration of Human Rights. For the purpose of this paper, our examples are predominantly
from the EU, UK and US. However, the key principles of non-discrimination are broadly
applicable to other jurisdictions.

ADMS manifest in various forms. In this paper, we focus on systems that have a binary
outcome, i.e. the decision made is either positive or negative. Examples of these systems
are prevalent in various fields. In criminal justice, they have been used to predict the
likelihood of a criminal re-offending (Northpointe, 2019). In social services, they have been
used to identify children who are likely to be at risk of neglect (Shared Intelligence and
Local Government Association, 2020). In employment, they have been used to shortlist
candidates for job interviews (Dastin, 2022). Bias in ADMS can arise from the dataset
used for training and can be due to factors such as the historical embedding of social biases,
the prevalence of individuals with particular characteristics in the data, or attribute values
being measured or used incorrectly (Mehrabi et al., 2021).

Throughout this paper, we use the example of ADMS in the domain of employment to
illustrate bias mitigation methods and applicable laws. Such systems have been used with
adverse effects, for example the Amazon recruitment tool which was shown to be biased
against women (Dastin, 2022). As a running example, consider an ML model, such as a
logistic regression classifier, used to predict whether or not a candidate is a good fit for a
job based on their application. The aim is for the system to assist a company in making a
decision of whether or not to invite a candidate for an interview, freeing up the potentially
large amount of time necessary for a human to sort through all applications (Engin &
Treleaven, 2019; Deloitte, 2021). The prediction of whether a candidate is fit for the job
according to the model equates to whether a candidate is selected for interview.

The model is trained on application data of previously hired candidates’ such as their
qualifications, number of years of experience, and education.! The classification for a new
individual is found given their application data and is either positive, meaning they are
likely to be a good fit for a job and therefore are invited for an interview, or negative,
meaning they are not likely to be a good fit and are therefore not invited for an interview.

1. Here we use the example of an ML model trained on tabular data. Input data could also be textual, for
example data taken from individuals’ CVs or online profiles (Sandanayake et al., 2018).
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If this system is used, ideally it would have a human-in-the-loop (Therese Enarsson
& Naarttijarvi, 2022) where the classification is given to a human (recruiter) to aide in
making the final decision. They should have other information about the system and the
candidates to make an informed decision. In reality, this information might not be available
and automation bias (Skitka et al., 1999) might mean the classifications from the model
are taken as the decisions by the recruiter. We will assume this is the case for our running
example and any unfairness present in the classifications from the model will translate to
discriminatory decisions. The potential impact of making the wrong decision about who
to invite for interview could be immense for an individual impacted and the company.
Ensuring that these algorithmic decisions are fair is important ethically and legally.

2.1 Algorithmic Fairness

Many methods have been developed for the detection and mitigation of bias in binary
classification, which is the type of model we focus on in this paper. ADMS based on binary
classification provide positive and negative classifications for individuals, which usually
translate directly to positive and negative decisions in reality.?

Most existing bias methods rely on some definition of fairness, quantified by a fairness
metric (Garg et al., 2020). These metrics are with respect to personal protected character-
istics which are the features outlined in law (UK Public General Acts, 2010; The United
States Department of Justice, 2015) and include race, sex and religion (Bellamy et al., 2018).
One approach to bias mitigation is fairness through unawareness (Grgic-Hlaca et al., 2016)
which removes protected attributes from the training data. This prevents them from hav-
ing any direct influence on the decision (Jorgensen et al., 2023b). However in reality, there
are also many characteristics which are proxies for protected characteristics, meaning they
might correlate (Wiggins, 2020). These are called sensitive attributes (Van Nuenen et al.,
2020; Quy et al., 2022) and should also be carefully considered in any high-stake decision-
making (Pessach & Shmueli, 2023a).

The discussions around protected attributes in this paper can be transferred to sensitive
attributes if they are defined well in a particular context. In our recruitment example, the
attribute ‘years of experience’ would likely correlate to the age of a candidate. Using this
attribute to train the model could cause discrimination against candidates based on age and
therefore, for the purpose of mitigating bias in ADMS, should be considered in a similar
way to the protected attribute.

2.1.1 FAIRNESS METRICS

Fairness metrics quantify bias according to some defined notion of what it means to be
fair with inspiration from philosophy, sociology, law (Blanchard, 1986; Verma & Rubin,
2018; Xiang & Raji, 2019). The metrics fall into two groups: group fairness and individual
fairness. Group fairness metrics aim to ensure different groups of individuals receive similar
positive and negative classifications across all values of a protected personal characteristic
(Chakraborty, Peng, & Menzies, 2020) — a protected attribute in the algorithmic fairness

2. Although the decisions may appear to be immediately positive or negative, for example hiring an indi-
vidual for the job, if this decision is incorrect it could have a worse negative impact on an individual in
the long term (Weinberg, 2022; Jorgensen et al., 2023a).
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literature. An individual is said to be in the unprivileged group if the value of their protected
attribute defines them in the historically disadvantaged group, otherwise the individual
is said to be in the privileged group. Individual fairness metrics seek to guarantee that
individuals with similar attribute values receive the same classification (Dwork et al., 2012).

Group fairness metrics The most commonly used group fairness metrics are demo-
graphic parity and equal opportunity (Hort et al., 2024). Demographic parity measures the
difference in proportion of positive classifications between the privileged and unprivileged
groups, not being concerned with the true label of the individual. In our recruitment exam-
ple, for the protected attribute ‘sex’;® demographic parity quantifies the difference in the
percentage of male candidates and the percentage of female candidates who get selected for
interview. Disparate impact (Feldman et al., 2015) quantifies the same notion of fairness ex-
cept that instead of finding the difference between the proportion of positive classifications
across groups (taking one away from the other), it divides the proportions such that we get
the proportion of female candidates who get selected for interview divided by the proportion
of male candidates who get selected for interview. This gives a percentage representing the
level of disparate impact in the system.

Equal opportunity (Hardt et al., 2016) measures the difference in the true positive rates
between the privileged and unprivileged groups, where the true positive rate is the number
of correct positive classifications out of the total positive classifications. In our recruitment
example, this metric calculates the difference in the proportion of male candidates correctly
selected for interview out of all male candidates selected and the proportion of female
candidates correctly selected out of all female candidates selected.

Equalised odds (Hardt et al., 2016) strengthens equal opportunity by additionally mea-
suring the false positive rates (number of incorrect positive classifications out of the total
positive classifications). The false positive rate for our recruitment example would be the
proportion of candidates selected for interview even when they are not fit for the job.

Conditional demographic parity (Wachter et al., 2021)* quantifies the difference in the
proportion of positive classifications for different protected groups, conditional on a legit-
imate characteristic. What is ‘legitimate’ depends on the context and domain and would
need to be pre-defined. Determining legitimate characteristics can be challenging, especially
where proxies of protected characteristics are intertwined with proxies of the decisions (Pes-
sach & Shmueli, 2023a). In our recruitment example, conditional demographic parity could
mean measuring the proportion of male and female candidates selected for interview given
they have the same level of education such as a masters degree in a relevant subject.

Individual fairness metrics Individual fairness metrics are less frequently used than
group fairness metrics (Hort et al., 2024). They quantify the notion that similar individ-
uals should be treated similarly (Chakraborty et al., 2020). For example, fairness through
awareness quantifies the number of pairs of similar individuals receiving the same classifi-
cation, where the definition of a similar individual is required as input and depends on the

3. We use the attribute ‘sex’ throughout the paper as the binary ‘male’ or ‘female’ to illustrate the disparities
across two groups. This is a simplification often used throughout algorithmic fairness literature, and is
not the same as the attribute ‘gender’ which considers all gender identities. The disadvantages of viewing
fairness across only two groups are discussed in Section 3.1.

4. The illegal discrimination metric (Kamiran et al., 2013; Zliobaite et al., 2011) also corresponds to the
fairness notion defined by conditional demographic disparity.
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context (Dwork et al., 2012). Additionally, the consistency metric defines the similarity of
individuals by considering its nearest neighbours according to the Manhattan distance and
providing a score based on the number of neighbours with different classifications (Zemel
et al., 2013). Different numbers of similar individuals (or nearest neighbours) can be con-
sidered and should be specified. However, in reality the meaning of this number has not
been explored thoroughly (Waller et al., 2024).

Counterfactual fairness (Kusner et al., 2017) defines a different notion of individual
fairness which specifies that an individual is treated fairly if they receive the same classifi-
cation given they have any value of a protected attribute. In our recruitment example, if
a candidate was not selected for interview when the value of the attribute ‘sex’ was either
‘male’ or ‘female’, then this would be considered counterfactually fair. Ensuring counterfac-
tual fairness for all individuals is similar to the notion of demographic parity (Rosenblatt
& Witter, 2023). Counterfactual fairness is different to fairness through unawareness as it
allows us to potentially detect bias for individuals and mitigate it. Other methods focus on
why an individual has been classified differently to similar individuals (Chakraborty et al.,
2020; Waller et al., 2024).

2.1.2 B1as MITIGATION METHODS

Bias mitigation methods aim to reduce bias, consequently improving the outcome measured
by fairness metrics. Methods are generally split into three categories: pre-processing meth-
ods which modify the training data to reduce bias before training the model (e.g., Calders
et al., 2009; Kamiran & Calders, 2011; Zliobaite et al., 2011; Feldman et al., 2015; losifidis
& Ntoutsi, 2018), in-processing methods which modify the model to mitigate bias during
training, e.g., by optimising for additional constraints that promote fairness (e.g., Calders
& Verwer, 2010; Kamiran et al., 2010; Krasanakis et al., 2018; Grari et al., 2019; Iosifidis
& Ntoutsi, 2019; Oneto et al., 2019; Hu et al., 2020), and post-processing methods which
mitigate bias in the model’s output, i.e., neither the model nor the data are changed, but
the outputs of the model may be adjusted to improve fairness in the decisions made (e.g.,
Kamiran et al., 2010, 2012; Fish et al., 2016; Lohia et al., 2019).

Not all ADMS are based on binary classification. Fairness methods for other forms of
ADMS include ones designed to improve fairness in regression (Calders et al., 2013; Berk
et al., 2017; Chzhen et al., 2020), multi-class classification (Alghamdi et al., 2022; Putzel
& Lee, 2022), clustering (Chierichetti et al., 2017; Rosner & Schmidt, 2018; Backurs et al.,
2019; Bera et al., 2019; Abbasi et al., 2021; Ziko et al., 2021), outlier detection (P &
Abraham, 2020), clustering from demonstrations (Galhotra et al., 2021), in online data
streams (Zhang & Ntoutsi, 2019; Iosifidis & Ntoutsi, 2020), and where there is little data
available (Slack et al., 2020). Many of the legal recommendations made in Section 3.2 are
applicable in the creation of fairness methods for other ADMS.

2.2 Relevant Laws

The use of existing bias mitigation methods for ADMS will be subject to existing laws in the
jurisdiction the ADMS are deployed in (and perhaps also designed and developed in). We fo-
cus on legal frameworks in the EU, UK and US due to the alignment of the values of the rule
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of law, human rights, and civil liberties, amongst others.” These jurisdictions have firmly
established equality and data protection laws, providing a solid foundation for exploring
their potential impact on the legality of technical bias mitigation methods. It is important
to note the distinction between laws and regulations, where laws are created by a legislative
body to establish general frameworks and principles, while regulations offer specific guide-
lines and rules to implement and enforce these legal principles (Morgan & Yeung, 2007).
Henceforth, we will specifically refer to the regulations in each jurisdiction categorised into
two main groups: cross-cutting regulation and sector-specific regulation (Lawrence-Archer
& Naik, 2023).

2.2.1 CROSS-CUTTING REGULATION

Cross-cutting regulation encompasses guidelines that apply universally across any sector
and domain. There are many cross-cutting regulations that might impact development and
deployment of Al systems (Xenidis, 2023). There is a debate on which cross-cutting ap-
proaches are best for the future of Al governance, with a distinction between strengthening
existing regulation (e.g., non-discrimination, data protection) or developing new technology-
specific regulations that govern the particular harms that might arise from its use. For
example, the European Commission outlined its plans that “EU legislation remains in prin-
ciple fully applicable irrespective of the involvement of AI”. However, the newly adopted
EU AI Act (Edwards, 2021; European Commission, 2021) takes a very different approach
of defining the technologies that are being used and the risks that each one possesses in
different use cases.

In the remaining of this section we give background on regulations that have the potential
to impact the use of technical bias mitigation methods used to improve the fairness of
ADMS, noting that the regulations discussed here may not be the only ones applicable.

Anti-discrimination In the Universal Declaration of Human Rights (United Nations.
General Assembly, 1949), one of the basic human rights is “equality and freedom from
discrimination”. This right has taken form in many regulations across different jurisdictions.
For example, Article 2 of the EU’s Charter of Fundamental Rights (European Union Agency
for Fundamental Rights, 2007) states that

“Any discrimination based on any ground such as sex, race, colour, ethnic or
social origin, genetic features, language, religion or belief, political or any other
opinion, membership of a national minority, property, birth, disability, age or
sexual orientation shall be prohibited.”

The UK Equality Act 2010 (UK Public General Acts, 2010), is a regulation in the UK
that exemplifies this Charter and defines types of discrimination. Direct discrimination is
when an individual is treated less favourably because they have, are perceived to have, or
are connected to someone with a protected characteristic. This would require the decision-
making process to have knowledge of the protected characteristics. Indirect discrimination
is when a policy negatively impacts an individual with a protected characteristic. This does
not require knowledge of the protected characteristics and the discrimination could be due

5. Many of the considerations discussed in this paper will also be applicable to ADMS deployed in other
democratic countries.

1049



WALLER, RODRIGUES, LEE & COCARASCU

to the decisions correlating with protected characteristics (UK Public General Acts, 2010).
Most non-discrimination regulations in the EU are similar in defining direct and indirect
discrimination (European Commission, 2022), in relation to protected characteristics.

Other definitions in the UK Equality Act include positive action and positive discrimina-
tion. The first involves taking action to treat a “group that shares a protected characteristic
more favourably than others, where this is a proportionate way to enable or encourage mem-
bers of that group to: overcome or minimise a disadvantage, have their different needs met,
participate in a particular activity” (UK Government, 2023). This is a legal process which
attempts to address historical discrimination or imbalanced representation in a decision-
making process. Positive action is voluntary and not required. Positive discrimination
however occurs when a group receives preferential treatment based on a protected charac-
teristic, without meeting the criteria specified for positive action. As a consequence, this
could also entail direct discrimination against the privileged group.

In the United States, the Civil Rights Act 1964 (U.S. Department of Labor, 1964) sets
out the broad principles of enforcing equality, making it illegal to discriminate based on the
protected characteristics of “race, colour, religion, sex, and national origin”. The assess-
ment of discrimination can be accomplished using two approaches: disparate treatment and
disparate impact. Disparate treatment (Civil Rights Division, U.S. Department of Justice,
2016a) involves examining whether a particular individual or group has been treated less
favourably than others based on protected characteristics, driven by discriminatory intent.
In contrast, disparate impact (Willborn, 1984; Civil Rights Division, U.S. Department of
Justice, 2016b) assesses whether neutral practices (with no discriminatory intent) have been
implemented that result in significant adverse effects on protected groups. These notions
are similar to direct and indirect discrimination, however they focus more on intent and
statistical measures across whole populations.

Unlike in the EU, positive discrimination in the US (known as affirmative action) is
legal in some circumstances (Archibong & Sharps, 2013). It requires knowledge of individu-
als’ protected characteristics to be able to promote opportunities amongst the unprivileged
groups. This could be done using quotas (e.g., aiming to select 50% of female candidates for
interview) or relaxation of selection criteria for individuals in the unprivileged group (Sab-
bagh, 2011). Affirmative action is widely debated, exemplified by the US Supreme Court
deciding in 2023 to make it illegal to collect race data as part of the admissions process for
University meaning it is no longer possible to positively discriminate based on an applicant’s
race (Alan et al., 2024).

Data Protection Data protection regulations govern data, the automated processing of
data and the sharing of data. These regulations cut across different sectors and domains
and are not specific to the technology being used.

One example is the General Data Protection Regulation (GDPR, 2016) which sets out
comprehensive data protection law in the EU that outlines the legal collection, processing,
and storage of personal data in EU member states and in the UK, as well as organisa-
tions operating outside of the EU working with data from EU organisations or individu-
als (Gil Gonzdlez & De Hert, 2019). The GDPR requires organisations to obtain explicit
consent for data processing, minimise data collection, ensure data security, and grant indi-
viduals rights to access and control their personal information (GDPR, 2016). The storage
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and use of personal data, in particular the use of personal characteristics (or ‘special cate-
gories of personal data’) in ADMS, are highly safeguarded under GDPR.

Under GDPR, there are also specific regulations around solely automated decisions or
ones that have legal or similarly significant effects (i.e. decisions made with no human-in-
the-loop), whilst still having to abide by the regulations for collecting and storing personal
data. Article 22(3) states:

“In case of necessity for a contract or consent, the controller must guarantee,
at least, the following to the subject: the right to obtain human intervention,
the right of the individual to express his or her point of view and the right to
contest the decision.”

However, as discussed in Section 2, a solely automated decision could be one where the
human simply relies on the output from an automated system, which is a weakness of the
regulations pertaining to these systems (Gil Gonzédlez & De Hert, 2019). Our recruitment
example is still likely to fall under these regulations due to the significant effects of the
decisions made. Articles 13 and 14 state that when automated decision-making (or ‘pro-
filing’) is deployed, an individual has the right to “meaningful information about the logic
involved” (GDPR, 2016; Hamon et al., 2022). Whether this sufficiently enforces a right to
an explanation is debatable (Wachter et al., 2017). However, it is clear that current data
protection regulation promotes transparency and explainability (Malgieri, 2019).

In the US, data protection law is primarily outlined by a mix of federal and state reg-
ulations. Federal regulations focus more on providing data protection for specific domains
such as health (Edemekong et al., 2024), financial (Gramm, 1999), and children’s data (Fed-
eral Trade Commission et al., 1998). There is no comprehensive federal law similar to the
GDPR, however some states have passed their own laws, granting consumers rights over
their data, for example in the state of California. The California Consumer Privacy Act
(CCPA) enforces many of the same rights as GDPR such as the right to access personal data,
the right to opt-out, the right to be informed whether personal data is being used (State
of California Department of Justice, 2024). However, it is less strict than GDPR as it falls
short of enforcing the right to be forgotten (right to have personal data removed), the right
not to be subject to decisions from ADMS and the right to an explanation of decisions made
by ADMS (Pardau, 2018; Rothstein & Tovino, 2019).

AT Specific The emergence of Al specific regulations, such as the EU AI Act (European
Commission, 2021), reflects a growing recognition of the need to regulate the rapidly ad-
vancing technology. At the heart of these legislative efforts lies the challenge of defining
AT itself. The EU AT Act proposes a framework that classifies use cases of Al systems into
different risk categories based on their potential impact on fundamental rights and societal
values. This approach could potentially lead to challenges when new applications of Al
systems emerge, as they will need to be classified into appropriate categories. This clas-
sification process could spark debates regarding the placement of certain use cases within
specific categories (Bosoer et al., 2023). ADMS such as our recruitment example and other
high stakes applications are considered high risk by Articles 9-15 of the Act and thus are
subject to particular requirements (Bosoer et al., 2023). These articles embed the key prin-
ciples of traceability and explainability to produce technical documentation, have detailed
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transparency provisions, ensure human supervision and maintain standards for accuracy
and cybersecurity, amongst other guidelines (European Commission, 2021). The require-
ments do not directly enforce non-discrimination but ensure that providers of high-risk
ADMS are required to demonstrate the processes involved in ensuring the decisions are
non-discriminatory (Bosoer et al., 2023).

2.2.2 SECTOR-SPECIFIC REGULATION

Sector-specific regulation tailors guidelines to address the unique challenges and consider-
ations within specific industries or domains. Here, we focus on the employment, finance
and public sector domains as examples but there are many other domain-specific laws that
could apply to systems used within the industries.

Employment Non-discrimination in employment is largely covered by existing equality
law. For example, the UK Equality Act 2010 (UK Public General Acts, 2010), and other
similar EU Equality Acts, were specifically designed with reference to actions in the work-
place such as recruitment. Since the enactment of the US Civil Rights Act of 1964 (U.S.
Department of Labor, 1964), other acts have been passed to regulate more nuanced forms
of discrimination such as age (U.S. Equal Employment Opportunity Commission, 1967),
disability (U.S. Department of Justice Civil Rights Division, 2008) and pregnancy (U.S.
Equal Employment Opportunity Commission, 1978), all of which have special considera-
tions around affirmative action, for example relaxing the constraint that individuals have
to meet certain qualifications to get the job.

Finance Non-discrimination laws in finance serve as safeguards to ensure fair and eq-
uitable treatment for all individuals accessing financial services and products. Globally,
empirical evidence indicates the presence of financial discrimination, including in the US
and the EU, especially on the basis of ethnicity and race (Stanescu & Gikay, 2020). There-
fore, some countries have implemented laws and regulations specific to prohibiting discrim-
ination and ensuring fair access to financial products and services. In the US, there are
sector-specific Fair Lending Laws, such as the Equal Credit Opportunity Act and the Fair
Housing Act, that prohibit discrimination in credit transactions, including transactions re-
lated to residential real estate. By contrast, in the UK and the EU, non-discrimination
laws apply broadly, including in financial services, with additional requirements put for-
ward by relevant regulators (Stanescu & Gikay, 2020). In the UK, the relevant regulations
in financial services include (Powley & Stanton, 2020): consumer duty (laying out clear pro-
tection of the consumers), vulnerable customers (requirement to provide additional support
to those exhibiting vulnerability), and Senior Managers and Certification Regime (SMCR)
(accountability of leaders).

Public-sector Fairness and trust is crucial in public sector services as many of the ser-
vices will be high impact (Waller & Waller, 2020). Extra provisions are often specified for
ADMS deployed in the public sector. For example, under the UK’s Public Sector Equality
Duty (Equality and Human Rights Commission, 2023), part of the UK Equality Act, public
sector services are held to a higher standard such that they must eliminate “unlawful dis-
crimination, harassment, and victimisation” and “advance equality of opportunity between
people who share a protected characteristic and those who do not” (Equality and Human
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Rights Commission, 2023). Decision-making systems in the public-sector are therefore not
only required to mitigate bias but actively promote equality and the reversal of systemic
discrimination.

2.3 Related Work

In recent years, there has been a growing interest in the development of bias mitigation
methods, and as a result, there have been several surveys conducted (Dunkelau & Leuschel,
2019; Pagano et al., 2023; Pessach & Shmueli, 2023b; Hort et al., 2024). These provide a
detailed background to bias mitigation, including metrics and datasets used throughout the
algorithmic fairness literature from a predominately technical perspective. For example,
Hort et al. (2024) present a comprehensive survey of bias mitigation methods for machine
learning which categorises methods from 234 papers into pre-, in-, and post-processing, and
further by the approach they take. Moreover, they provide statistics about the methods in
terms of datasets and metrics used. These findings of existing methods gives evidence for
the claims in our paper that the recommendations we provide are based on the limitations
of the majority of bias mitigation methods.

An overview of the main bias mitigation methods up to 2019 is given in Dunkelau
and Leuschel (2019). These include Calders et al. (2009), Kamiran and Calders (2010),
Kamishima et al. (2012), Zafar et al. (2017). Dunkelau and Leuschel (2019) discuss ethical
concerns related to using protected attributes in ADMS and comment on the need for
transparency and accountability, which are often overlooked in algorithmic fairness. Further,
they suggest that new fairness metrics should only be introduced if they are “fundamentally
different” to existing ones. This broadly aligns with our applicability recommendation R,3,
which recommends to be able to justify why metrics have been chosen and what real-world
notions of fairness they correspond to. Corbett-Davies et al. (2024) also critique statistical-
based methods such as ones that use existing group fairness methods showing that they
often “harm the very groups they were designed to protect” and emphasise that we cannot
formalise fairness as a metric such that it can be universally applied.

Other related works focus on the development of frameworks to be able to more easily
evaluate bias mitigation methods on different models and datasets, and using different
fairness metrics. These frameworks are described in Dunkelau and Leuschel (2019). Lee and
Singh (2021) examine fairness toolkits, by presenting a mixed methods study which found
that the toolkits represent each developer’s perspective on what fairness means, which may
or may not be aligned to that of the toolkit user. In this study, one participant raised the
issue that some of the toolkits could result in positive discrimination in the employment
sector due to the methods implemented using protected characteristics to give preferential
treatment (positive discrimination) which, depending on the context, could be illegal. This
demonstrates the need for toolkits to be accompanied by disclaimers and explanations on
the potential applicability and legality limitations of the methods and metrics they contain.

There is existing work on creating guidance for which scenarios to deploy different
fairness metrics/methods — these usually focus on which metrics to use based on the
priorities of balancing different positive and negative rates. For example, Saleiro et al.
(2019) propose a decision tree which helps select the fairness metric(s) that are relevant
in each context. This is motivated by feedback from data scientists and policymakers that
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used their toolkit: “so many different metrics and there was no guidance in how to link the
different metrics and the real-world problem in hand”.

3. Recommendations for Bias Mitigation Methods

In this section, we discuss the limitations of bias mitigation methods that are hurdles
to their practical applicability in real-world scenarios, as identified throughout the litera-
ture (Dunkelau & Leuschel, 2019; Saleiro et al., 2019; Waller et al., 2023a; Corbett-Davies
et al., 2024; Hort et al., 2024). We also consider the laws and regulations that may limit
the usefulness of these methods in the real-world.

Whilst the development of bias mitigation methods has enriched the landscape on fair-
ness in Al research, it remains unclear whether these methods are being used in any real-
world scenarios, and further, whether they can actually be effectively and legally deployed.
To ensure that new methods can be employed in practice in real-world applications, we
make the following recommendations based on the limitations we collated.®

3.1 Applicability Recommendations

Bias mitigation methods have been proposed for a variety of problems: attribute effect
in linear regression (e.g., Calders et al., 2013), fairness in multi-class classification (e.g.,
Putzel & Lee, 2022), fair clustering (e.g., Chierichetti et al., 2017), etc. Still, the majority
of works focus on binary classification (Waller et al., 2023a); they make assumptions about
the specific scenarios in which the proposed bias mitigation method can be applied, then
design and evaluate it. There is an applicability issue as existing methods can only be
applied in the context of specific dataset characteristics, models, and metrics.

3.1.1 PROTECTED ATTRIBUTES

Most bias mitigation methods for binary classification optimise for some group fairness
metric (Hort et al., 2024) — see Section 2. These group fairness metrics rely on the protected
attribute being pre-specified and of a particular type. Specifically, most require a single
pre-specified protected attribute, for example the protected attribute of ‘sex’ taking values
‘male’ or ‘female’. If we assume that the protected attributes are available for individuals
in the data (which may not always be the case — see Section 3.2), applying most existing
bias mitigation methods requires choosing for which fairness metric to optimise (Roy et al.,
2023). In our recruitment example, choosing to improve demographic parity across male
and female candidates selected for interview risks reducing demographic parity with respect
to race (Chen et al., 2024). Some works tackle this issue and allow multiple protected
attributes (Foulds et al., 2020). For example, Zafar et al. (2017) optimise for fairness
under constraints that represent fairness metrics with respect to each protected attribute,
while Choi et al. (2020) create their own fairness metric. However, the use of custom metrics
may present its own issues, which we discuss later in this section.

In addition, protected characteristics such as ‘gender’, ‘race’ and ‘age’ cannot be fully
captured as a binary attribute (Weinberg, 2022). Some methods (Quadrianto & Shar-
manska, 2017; Zafar et al., 2017) tackle this by allowing for multi-valued and numerical

6. We denote recommendations related to applicability as R, and to regulations as R,.
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protected attributes in their optimisation constraints, while Feldman et al. (2015) allows
for multi-valued protected attributes as long as they have a natural ordering.

When creating a new bias mitigation method, if access to protected attributes is as-
sumed, the number of protected attributes the method aims to improve fairness for and the
type of these attributes should be clearly highlighted.

With all of the above in mind, we come to our first applicability recommendation.

R,1: Protected Attributes

When developing a new bias mitigation method, efforts should focus on ensuring its
applicability in scenarios where there are multiple pre-specified protected attributes
and that they could be of any type including;:

e binary,
e multi-valued, or

e numerical.

3.1.2 MoDEL TYPES

As outlined in Section 2, different bias mitigation methods target different stages of the ML
pipeline: the training data (pre-processing), during model training (in-processing), and the
model’s outputs (post-processing). Pre-processing and most post-processing methods’ are
model-agnostic and thus can be applied in a wider range of scenarios.

In-processing methods can be model-agnostic (Krasanakis et al., 2018; Iosifidis & Ntoutsi,
2019; Oneto et al., 2019). However, many are designed for a specific model e.g., Naive
Bayes models (Calders & Verwer, 2010; Choi et al., 2020), Bayesian networks (Mancuhan
& Clifton, 2014), logistic regression (Bechavod & Ligett, 2017; Zhang et al., 2018), gradient
tree boosting (Grari et al., 2019), decision trees (Kamiran et al., 2010), neural networks (Hu
et al., 2020) and can improve fairness more effectively than model-agnostic ones (Caton &
Haas, 2020). Developing an in-processing model-specific method is only possible if there is
access to the model and, obviously, these methods can only be used on the specific models
for which they were designed (Aggarwal et al., 2019).

There are many considerations when choosing the stage in the ML pipeline at which
bias should be mitigated. Our next recommendation instead highlights the risk for many
methods to never be used in the real-world due to not being applicable in different scenarios,
or to not being specific about the scenarios in which they could be used.

7. A sub-category of post-processing methods, intra-processing methods, require some knowledge of the
model used e.g., decision tree nodes (Kamiran et al., 2010), posterior probabilities (Calders & Verwer,
2010), to mitigate the bias in the output (Savani et al., 2020).
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R,2: Model Types

When developing a new bias mitigation method, efforts should be made to ensure its
applicability across scenarios involving various ML models, especially when the inner
workings of the models are not accessible, or to justify the implementation for specific
models.

3.1.3 FAIRNESS METRICS

As previously stated, bias mitigation methods aim to optimise for some metric which quan-
tifies a notion of fairness. The notion of fairness that should be optimised for depends
on the intended use case, hence the metric deployed with a bias mitigation method must
be representative of the scenario in which it is applied. For example, a developer may
choose to optimise for equalised odds in a system that predicts who will pay back their
loan. Equalised odds is a suitable metric here as it is important to ensure equal proportions
of individuals who are correctly and incorrectly predicted to pay back a loan across the
unprivileged and privileged groups. This requires choosing a method that optimises for
equalised odds (e.g., Grari et al., 2019; losifidis & Ntoutsi, 2019; Hu et al., 2020) over ones
that do not (e.g., Krasanakis et al., 2018; Choi et al., 2020). Thus, the metric the bias
mitigation method aims to improve limits the applications in which it can be used. Some
bias mitigation methods allow the user to choose the fairness metric to optimise for (e.g.,
Quadrianto & Sharmanska, 2017; Zhang et al., 2018). This is useful as it allows the method
to be applied in different scenarios. Further, optimising with respect to one fairness metric
can have a detrimental effect on the performance with respect to another metric (Kleinberg
et al., 2016; Quadrianto & Sharmanska, 2017; Garg et al., 2020)

Some methods also create new fairness metrics (Mancuhan & Clifton, 2014; Fish et al.,
2016; Choi et al., 2020). Often, their relationships with real-world notions of fairness are
not explored thus it is difficult to know in what scenarios they might be applied as well as
their relationship with existing metrics.

R;3: Fairness Metrics

When developing a new bias mitigation method, attempts should be made to ensure it
can be applied to optimise for a range of fairness metrics, allow for the specification of
the fairness metric to optimise for or justify why a specific (set of) metrics have been
chosen by describing what notions of fairness they correspond to.

3.1.4 EVALUATION OF METHODS

Whilst the works proposing bias mitigation methods provide results to evaluate their effec-
tiveness, these results are not robust as they are vulnerable to changes in the experimental
setup (Friedler et al., 2019). Given a scenario, a bias mitigation method is chosen based on
the characteristics of the dataset, model used, and the notion of fairness chosen to optimise
for. However, one question arises: how can we ensure that the method will indeed improve
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fairness? Each method includes experiments using a chosen model trained on publicly avail-
able datasets, with results reported using different metrics. However, the results are not
easily comparable across methods due to the multitude of these choices. Other factors also
impact the values of computed fairness metrics, e.g., different distributions of positive and
negative labels across the (un)privileged groups in the training data (Tosifidis & Ntoutsi,
2019) or different proportions of training/testing data (Hort et al., 2024).

Experiments on different datasets and models using different fairness metrics can give
very different results. Non-robust evaluations may be used to incorrectly justify the use
of a bias mitigation method which could lead to potentially discriminatory systems being
deployed.

R,4: Evaluation of Methods

The evaluation of new bias mitigation methods should be thorough and robust such
that the method’s effectiveness in various scenarios can be understood. There should
be evaluations provided with different datasets, varied train-test splits and models,
using different fairness (and performance) metrics when possible.

3.1.5 TRADE-OFFS

Closely linked to the evaluation of bias mitigation methods, there are potential trade-offs
associated with applying methods to ADMS. One such trade-off is between fairness and
performance. For example, Cardoso et al. (2019) trained models on biased datasets to show
that existing methods optimising for the disparate impact metric (Kamiran & Calders,
2011; Feldman et al., 2015) improve fairness but decrease the model’s performance. Other
methods also showed a decrease in performance (losifidis & Ntoutsi, 2018; Oneto et al.,
2019), while Zhang et al. (2018) included a parameter to control the fairness-performance
trade-off. However, there is limited discussion as to the acceptable level of decrease in
performance to achieve a given level of fairness in the decisions.

Improving fairness with respect to one metric may be at a detriment to another (Klein-
berg et al., 2016; Quadrianto & Sharmanska, 2017). The notions of group and individual
fairness conflict, thus targeting only one notion does not fully capture fairness. Targeting
only individual fairness (Ruoss et al., 2020) ensures that similar individuals are treated
the same. However, in our recruitment example, if the similar individuals are all female
candidates and they are all not selected for an interview, then individual fairness would be
satisfied but group fairness (demographic parity) with respect to sex would not be satis-
fied. Similarly, only improving fairness with respect to one protected attribute could risk
decreasing fairness with respect to another (Chen et al., 2024).

Another trade-off of applying bias mitigation methods could be reducing interpretability.
Interpretability of ADMS is not as easy to measure (Miller, 2022) thus it is rarely considered.
The impact of bias mitigation methods on transparency and explainability is discussed
further in Section 3.2.5.

All potential trade-offs need to be considered when creating a bias mitigation method.
The variability in results using different datasets, models, and metrics, also impacts these

1057



WALLER, RODRIGUES, LEE & COCARASCU

trade-offs, making it difficult to ever be certain on a method’s applicability and effectiveness.
However several frameworks have been developed (e.g., Bellamy et al., 2018; Cardoso et al.,
2019; Friedler et al., 2019; Schelter et al., 2020) to explore these differences (see Section 5).

R,5: Trade-offs

The potential trade-offs of the application of new bias mitigation methods should be
thoroughly evaluated and discussed.

3.2 Legality Recommendations

There are many existing laws that regulate the use of ADMS, specifically with the aim of
ensuring they do not discriminate. As outlined in Section 2, these include cross-cutting
regulation and sector-specific regulation. These regulations, which often differ between dif-
ferent jurisdictions, contribute to governing the use of technical bias mitigation methods
for ADMS. In this section, we bridge the gap between prominent bias mitigation methods
for binary classification ADMS and regulation around non-discrimination and data protec-
tion, with a focus on US, EU and UK laws by providing recommendations around the key
considerations for creating new bias mitigation methods.

3.2.1 LEGAL DEFINITIONS OF FAIRNESS

As previously discussed, the notion of fairness should be chosen depending on the context
of the decision-making system. This context should also include the laws pertaining to
the application of system (Centre for Data Ethics and Innovation, 2020; Nachbar, 2020).
Each regulatory body has its own definition of fairness to which decision-makers must
adhere (European Commission, 2022).

Regulation in UK and EU defines discrimination as direct and indirect. Direct discrimi-
nation focuses on an individual and whether they have been treated differently based on pro-
tected characteristics. Simply removing protected attributes from ADMS, fairness through
unawareness (Grgic-Hlaca et al., 2016), will ensure ADMS avoid directly discriminating
as there is no possibility for them to base their decisions on these protected attributes.®
Some methods are considered more reliant on protected attributes than others, with some
specifically aiming to minimise reliance on these attributes (and therefore being less likely
to risk direct discrimination) and others making no attempt to (Jorgensen et al., 2023b).
Further, individual fairness metrics such as consistency and context-dependent definitions
(see Section 2) can be useful in assessing whether a system is directly discriminating by
comparing similar individuals and ensuring they are equally treated.

However, as discussed in Section 2.2.1, the removal of protected attributes could still
result in indirect discrimination due to proxies. Existing metrics such as demographic parity
can assist in measuring indirect discrimination, yet, in EU case law, statistical measures have
rarely been highly considered, with courts favouring individual contextual factors (Wachter

8. Some works argue that if decisions are based on attributes that correlate closely with the protected
attributes, this could also be classed as direct discrimination (Adams-Prassl et al., 2023), however without
knowledge of the protected characteristics this would be very difficult to assess.
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et al., 2021). It is difficult (if not impossible) to quantify this notion in a metric (Xenidis,
2020), however conditional demographic disparity metric (Wachter et al., 2021) was created
with this aim.

Disparate treatment in US non-discrimination regulation involves assessing the intent of
the decision-maker (Civil Rights Division, U.S. Department of Justice, 2016a), which does
not translate easily to an algorithmic fairness definition as ‘intent’ cannot be attributed to
ADMS. The burden would revert back to those implementing or deploying the system (Ash-
ton, 2023). Applying bias mitigation techniques such as the methods discussed in this paper
could be seen as attempting to ensure the system is fair, and as such hide any bad intent
which is a potential weakness of disparate treatment and why it is not usually discussed in
relation to algorithmic fairness.

There are also considerations around the disparate impact of a system (see Section 2)
being less than 80% (Civil Rights Division, U.S. Department of Justice, 2016b). This
definition has been widely adopted throughout the algorithmic fairness literature (Calders &
Verwer, 2010; Kamiran et al., 2012; Feldman et al., 2015; Zafar et al., 2017), focusing on the
impact of decisions made and whether protected attributes are used in the decision-making.
However, to measure disparate impact using existing metrics, knowledge of individuals’
protected attributes are required.

Fairness definitions in law might differ from the technical definitions used in algorithmic
fairness. The development of a new bias mitigation method should include which legal
definitions of fairness it does (not) satisfy (direct versus indirect discrimination, disparate
impact versus disparate treatment) and in which legal jurisdictions these definitions fall
under.

R,1: Legal Definitions of Fairness

When developing a new bias mitigation method, the fairness metric(s) chosen to op-
timise for should be consistent with some legal notion of fairness. This should be
specified or a justification as to why the metric chosen does not align with existing
legal frameworks should be provided.

3.2.2 DATA PROTECTION

The majority of bias mitigation methods require the identification of the protected at-
tributes before they can be applied. However, under UK, EU and US data protection
laws (GDPR, 2016; UK Information Commissioner’s Office, 2021; State of California De-
partment of Justice, 2024) the collection, processing and storage of personal characteristics
should be justified and is held to high standards of transparency as discussed in Section 2.
Often organisations might not collect protected attributes due to concerns or misconcep-
tions around the legality of using them to audit their systems (Centre for Data Ethics and
Innovation, 2023) or the potential cost and effort of collecting this data could lead organ-
isations to prioritise gathering only some protected attributes, if any. Further, similar to
the collection of all data, information about protected attributes could be incomplete or
unreliable. More consideration should be given to cases where only partial details of pro-
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tected characteristics are available for some individuals, and to determining the best way
to record various values of these protected attributes.

Without somewhat complete information about individuals’ protected characteristics,
many of the bias mitigation methods become unusable. Some methods infer protected char-
acteristics from other attributes (in other words pre-specifying sensitive attributes) (Chen
et al., 2019). However, unless there is a direct correlation between a proxy and a pro-
tected attribute, there is a risk of already discriminating in the prediction of protected
attributes. Some policy bodies such as the European Committee of Social Rights and the
United Nations Special Effort on Extreme Poverty and Human Rights have advocated for an
ethical responsibility to collect sensitive data to facilitate legal proceedings which would be
useful for the assessment and mitigation of algorithmic discrimination using existing meth-
ods (Wachter et al., 2021). However, the relationship of existing bias mitigation methods
to data protection is rarely considered (Haeri & Zweig, 2020).

R,.2: Data Protection

When developing a new bias mitigation method, the possibility of not having access
to the protected attributes for all (or any) individuals should be considered. New
methods should aim to be less reliant on pre-specified protected attributes for bias
mitigation.

3.2.3 POSITIVE DISCRIMINATION

After the application of a bias mitigation method to an ML model, the classifications
might differ from the unmitigated model based on a protected attribute value (Grari et al.,
2019). This could cause individuals from the unprivileged group to be favoured over oth-
ers (Wachter et al., 2020), otherwise known as positive discrimination. For example, imagine
our recruitment system is used to select 6 candidates for interview. There are 10 male can-
didates and 10 female candidates who apply and the model predicts 4/10 male candidates
and 2/10 female candidates as being fit for the job. Given the model predictions are solely
used to decide who gets selected for interview, the disparate impact is 50%, which is not
acceptable (>80% is the acceptable level in US regulation as discussed in Section 3.2.1).
After the application of a bias mitigation method, 3/10 male candidates and 3/10 female
candidates are now selected for interview meaning the disparate impact is 100%, in other
words there are the same proportion of male and female candidates selected for interview.
However, increasing the number of female candidates selected for interview, based on them
being female, is positive discrimination.” When there are limited resources to enact de-
cisions, meaning there is a strict maximum of how many positive decisions can be made,
there is a higher risk of positive discrimination to achieve better fairness metric values. If a
system could select every candidate for interview, it would be very ‘fair’ (although accuracy
would likely be very poor). All bias mitigation methods that have knowledge of protected

9. This is a further example of the conflict between group and individual fairness. A notion of group fairness
is satisfied here (disparate impact) however a male candidate could find that similar individuals to him
are classified differently.
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attributes risk positively discriminating. Post-processing methods, in particular, are espe-
cially risky, as they often directly alter classifications based on protected characteristics to
optimise particular metrics.

In some jurisdictions, such as in the UK under the UK Equality Act (UK Public General
Acts, 2010; Centre for Data Ethics and Innovation, 2020), changing any outcome based
on protected attributes is unlawful except in special cases of positive action. However,
positive action usually involves practices aimed at promoting fairness as opposed to using
the protected attributes directly for changing decisions thus is not highly related with the
deployment of ADMS.

US regulation is less strict and positive discrimination (affirmative action) can be de-
ployed in some cases through the use of quotas or relaxing selection criteria. This is com-
parable to the example above of the mitigated model ensuring there is some proportion of
female candidates selected for the interview which could, in turn, reduce the proportion
of male candidates selected (Xiang & Raji, 2019). However, affirmative action is highly
disputed and it would need to be justified thoroughly if the application of a bias mitigation
method means positively discriminating.

The issues around the potential to positively discriminate are inherently due to the
definition of the commonly used group fairness metrics, for which it might be necessary
to treat individuals in the privileged group worse in order to reach a satisfactory equality.
Another framing of fairness is to ensure, for each protected group, a minimum threshold of
positive classifications (or true positives, false positives, etc.) is met to guarantee no group
is ‘levelled down’ (Mittelstadt et al., 2023). However, as previously stated, this could be
difficult given fixed number of available positive classifications.

Potential positive discrimination resulting from existing bias mitigation methods is
rarely discussed. However, reducing discrimination without positively discriminating (Man-
cuhan & Clifton, 2014) is an important consideration for any method to be applied in a
real-world scenario.

R, 3: Positive Discrimination

New bias mitigation methods should avoid positive discrimination occurring as a result
of applying the method if possible. If the new method has the potential to positively
discriminate (i.e. a mitigated model’s classifications are changed based on any value
of a protected attribute), this should be discussed and scenarios where this might be
necessary should be outlined.

3.2.4 SECTOR-SPECIFIC

Sector-specific regulations highlight the need for context-specific bias mitigation approaches.
For example, ADMS deployed in employment in the US are subject to the Civil Rights
Act and also other acts with specific provisions for age discrimination, disabilities and
pregnancy. For decision-making, the characteristics are likely not considered in the same
way as each other and other characteristics. The different caveats of discrimination for
different protected characteristics highlight that they cannot all be treated in the same way
when introducing non-discrimination measures to ADMS.
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The financial services regulations in the UK also emphasise the contextual importance
of the application of bias mitigation methods. Mitigation should be considered on a case-
by-case basis depending on what is the most proportionate way of addressing potential
consumer harm, regardless of the type of technology or algorithm used in the process (Fi-
nancial Conduct Authority, 2018).

Regulations specific to the public-sector such as the UK’s Public Sector Equality Duty
have extra obligations to ensure transparency and the promotion of equal opportunities.
ADMS should not be employed in the public sector unless every step of the design process
and decision-making is fully explainable, if deemed appropriate for use at all (Waller &
Waller, 2020).

Sector-specific regulations are much more difficult to discuss in relation to bias mitigation
methods, as designing methods for one sector, or to comply with one set of regulations,
would take significant understanding of the regulation, and could limit its applicability.
However, there should be consideration of any sector-specific regulations that might impact
the application of new bias mitigation methods in different domains. Further, this motivates
the need for methods that focus on explaining decisions such that the bias can be assessed
given knowledge of the context in which they are applied.

R.4: Sector-specific

Sector-specific regulations can define nuances to ensure equality in different domains,
for example health, finance, and the public sector. The creation of new methods should
consider how regulations in different domains may impact the use of the method.

3.2.5 TRANSPARENCY AND EXPLAINABILITY

Regulations such as (UK) GDPR ensure the protection of personal data and outline pro-
tections against opaque ADMS, however these transparency and explainability regulations
are vague and their meaning is contested (Wachter et al., 2017). Due to the lack of a fed-
eral approach to ADMS so far in the US, these principles are not specifically regulated in
all scenarios. However, as more laws are crafted, it is becoming increasingly important to
prioritise transparency and explainability, especially in high-impact systems. These aspects
are essential for fostering trust in the technology and ensuring accountability of decisions
made using ADMS. Recent developments, such as the EU Al Act and various white-papers
(Centre for Data Ethics and Innovation, 2020; European Commission, 2021; Schoffer et al.,
2021), underscore the critical role of transparency and explainability for individuals im-
pacted by decisions in high-stakes scenarios. For an individual to contest a decision (a right
which is ensured in GDPR), they must be able to query why a decision was made. In
Section 5 we discuss the need for an explanation for proving to a court that a decision was
discriminatory.

Decisions made by ADMS can be difficult to explain due to their opacity, or lack of
understanding of how the technology works. Arguably, using any of the bias mitigation
methods discussed further increases the system’s opacity and adds another layer of auto-
mated processing that requires explanation. Every bias mitigation method works differently,
with various design choices made in the process (many discussed throughout this paper).
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There are existing explainability methods for ADMS (Holzinger et al., 2022) but the appli-
cation of bias mitigation methods to ADMS could impact their usefulness. The impact that
the application of a bias mitigation method may have on the transparency of the system is
rarely acknowledged (Chakraborty et al., 2020; Waller et al., 2024).

In order to consider the context of a system and not rely on pre-specified protected
attributes which may not be available, we suggest exploring explainable AI (XAI) methods
specifically designed for bias detection and mitigation. Stakeholders can then consider the
reasoning for the system’s classification and decide whether it is fair based on the context
and application of the system. There is a plethora of research into XAI, but its use cases
in relation to fairness are limited (Begley et al., 2020; Grabowicz et al., 2022; Calegari
& Sabbatini, 2023; Ciatto et al., 2024; Waller et al., 2024). There might still be issues
with a stakeholder evaluating the system’s fairness but the concept of fairness is inherently
human-oriented, context-specific and culturally dependent (Barabas et al., 2020), meaning
that it is difficult to automate, cannot be reduced to a metric, and requires some level of
human input also for accountability purposes (Veale et al., 2018).

R.5: Transparency and Explainability

New bias mitigation methods should either:

e focus on embedding transparency and explainability by ensuring the impact of
applying a method to a system is highly interpretable, or

e be able to explain the decisions made such that stakeholders can evaluate whether
the decision was fair or not according to some notion of fairness, allowing greater
consideration of context.

Overall, there is a need for cross-disciplinary considerations on issues such as fairness.
Whilst not a new recommendation (Van Nuenen et al., 2020; Aran et al., 2021; Cheng
et al., 2021; Wachter et al., 2021; Weinberg, 2022; Hort et al., 2024), it has not yet been
universally adopted in current research around fairness and bias in Al. There is still a gap
between the algorithmic fairness and the non-discrimination legal communities. Indeed,

“Aligning the design of autonomous systems with contextual equality, flexibility,
and the judicial interpretation of the comparative aspects of non-discrimination
law would greatly benefit all parties involved” (Wachter et al., 2021).

4. Key Considerations in the Development of Bias Mitigation Methods

We propose a checklist which we suggest should be included along with the creation of any
new bias mitigation methods, relating to the recommendations for applicability and legality
that we introduced in Section 3. We believe that including the checklist will make it easier
for developers of ADMS to understand the limitations of different methods.

1063



WALLER, RODRIGUES, LEE & COCARASCU

Applicability Considerations

Does your method require access and specification of protected attributes?
o If yes, what type of attributes can the protected attributes be?
Binary/Multi-valued /Numerical?

What models can your method be applied to?
e Does your method require access to the inner workings of the model?

What fairness metrics have you chosen to optimise for?
e Have you justified why you have chosen these metrics?

Have you thoroughly evaluated your method on different datasets and models
and using different fairness and performance metrics?
e Have differences in results from different evaluation setups been
discussed /explained /justified?

Have any trade-offs of using your method been discussed?

Legality Considerations

What legal definitions of fairness does your method address?
e If none, have you justified why not?

Have you considered if your method works when you do not have full access to
protected attributes, potentially due to misinterpretations of data protection
regulations?

If your method changes classifications using protected characteristics, have you
discussed how this could be illegal positive discrimination in some contexts?

If thinking about specific domains that your method might be applied in, have
you discussed how your method complies with sector-specific regulations?

Have you discussed the impact of applying your method to the transparency
and explainability of the system?

The recommendations presented stem from the limitations of existing bias mitigation
methods for binary classification on tabular data (Dunkelau & Leuschel, 2019; Saleiro et al.,
2019; Waller et al., 2023a; Corbett-Davies et al., 2024; Hort et al., 2024). As previously
mentioned in Section 2, bias mitigation methods have been proposed for various settings
including ADMS based on regression (Calders et al., 2013; Berk et al., 2017; Chzhen et al.,
2020), multi-class classification (Alghamdi et al., 2022; Putzel & Lee, 2022), and cluster-
ing (Chierichetti et al., 2017; Rosner & Schmidt, 2018; Backurs et al., 2019; Bera et al.,
2019; Abbasi et al., 2021; Ziko et al., 2021). Further, bias in different types of data such as
text, images and graphs have been explored, though sometimes it is not as straightforward

in these settings how bias translates to discriminatory decisions.
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Some of our recommendations can be transferred to these other settings. As an exam-
ple, consider a decision-making system that uses clustering to decide the best placement of
polling locations for an election (Abbasi et al., 2021). The same considerations of appli-
cability and legality can be used to ensure that the chosen locations do not disadvantage
protected groups from enacting their right to vote, i.e., what notions of fairness should be
optimised for (Chierichetti et al., 2017). Similarly, assessing discrimination in ADMS that
rely on data such as images (Nadeem et al., 2020; Yang et al., 2024), text (Dash et al.,
2019; Schaaf et al., 2021) or graphs (Fisher et al., 2020; Chuang et al., 2022) is even more
challenging. An example is a facial recognition system based on image data, used by the
police to flag individuals who are on their watchlist, potentially leading to an arrest or in-
tervention (Mansfield, 2023). In such systems, protected characteristics within the data are
not as easy to identify and additional labelling or metadata is needed to determine whether
data instances belong to a protected group — thus complicating the definition of fairness
metrics. However, it is still important to take into account the applicability considerations
we propose, such as the chosen notions of fairness and the evaluation of bias mitigation
methods applied. For example, the measured fairness of ADMS based on facial recognition
varies depending on the datasets, models, and evaluation setups used, all of which should
be discussed and clearly explained, with the selected fairness notion justified. Furthermore,
legality considerations related to sector-specific regulations, transparency, and explainabil-
ity are still crucial for all ADMS, independent of the type of data used for training. For
legality considerations, the focus is often on the application of a system and the impact it
has on individuals or groups.

5. Discussion

In this section we discuss the legal process of proving discrimination and further highlight
the need for explainable decisions.

Under EU or UK law, when an individual believes they are being discriminated against,
they must give evidence of this discrimination, otherwise known as establishing prima facie
discrimination. Specifically, they must demonstrate that (Wachter et al., 2021):

“(1) a particular harm has occurred or is likely to occur; (2) the harm manifests
or is likely to manifest significantly within a protected group of people; and (3)
the harm is disproportionate when compared with others in a similar situation.”

Once prima facie discrimination has been established, the burden of proof switches to
the alleged discriminator and they must show that they have acted legally. In some contexts
— for example, in the public sector under the UK’s Public Sector Equality Duty — failure of
the alleged discriminator to demonstrate sufficient consideration of the fairness of the system
can be enough to establish liability. Generally, the alleged discriminator can demonstrate
they are not liable (Wachter et al., 2021):

“(1) by refuting that a causal link between the differential results and a protected
ground does not exist, or (2) by acknowledging that differential results have
occurred but providing a justification that is based on the pursuit of a legitimate
interest in a necessary and proportionate manner.”

1065



WALLER, RODRIGUES, LEE & COCARASCU

The use of ADMS might obscure individuals’ awareness of discrimination. However, if
they can demonstrate prima facie discrimination resulting from ADMS, the alleged discrimi-
nators would likely need to justify how they ensured the system’s fairness. This justification
could entail explaining the chosen metrics used, evaluating various types of discrimination,
and addressing other questions in the checklist in Section 4.

Potentially due to the difficulty for an individual to assess the fairness of decisions made
using ADMS, there is a lack of case law which makes it challenging to interpret the above
conditions for shifting the burden of proof, as well as non-discrimination laws generally re-
lating to ADMS. As these systems become more widely adopted and transparency improves,
case law will likely guide development of regulation by helping to understand judicial deci-
sions when interpreting existing regulation, such as the definitions of direct, indirect, and
positive discrimination where algorithmic systems are used in decision-making.

To aide individuals impacted by ADMS to be able to prove whether they have been
treated fairly, it is crucial to be able to explain the logic of the decisions made to show they
were made for legitimate reasons. This includes justifying the use of ADMS, the reasons
behind all design choices and ways to describe the internal workings of the systems used to
all stakeholders. Due to the context specificity of fairness and the reliance on pre-specified
protected attributes, using XAI for detecting bias should be explored further. Existing
work in symbolic knowledge extraction and injection aligns with this goal, specifically by
aiming to identify biases or bugs in training data or within the operation of black-box
models. Ruggieri et al. (2023) propose the ‘train—extract—fix—inject’ (TEFI) loop, which
corresponds to the detection and mitigation of bias within ADMS. This approach focuses
on the use of symbolic knowledge to be able to explain the underlying logic of decisions
to data scientists and other stakeholders, with the ultimate aim to satisfy the right to an
explanation under the GDPR.

Although it is debatable whether existing technical XAI methods can be used as a
justification for the use of ADMS, they are a crucial step in establishing better interactions
with individuals impacted in order to ensure they have some agency in the decisions that
impact them.

6. Conclusion

Existing bias mitigation methods for binary classification ADMS have significant limita-
tions. Building upon Waller et al. (2023b), we proposed recommendations for creating new
methods that are effective, applicable in a wide range of scenarios and compliant with legal
requirements such as non-discrimination, data protection and sector-specific regulations.
Using an example of ADMS deployed in recruitment, we illustrated these recommendations
and highlighted the need to revise current approaches to bias mitigation. We also provided
a checklist for developers of new methods to use to guide their development processes. Our
recommendations aim to guide the advancement of research in this crucial area of Al to
ensure that bias mitigation methods are developed in a more responsible manner.
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