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Multi-Agent Systems Research at King’s
College London

Elizabeth Black a, Martim Brandão a, Oana Cocarascu a, Bart De Keijzer a, Yali Du a, Michael Luck a,∗,
Derek Long a, Albert Meroño-Peñuela a, Peter McBurney a, Simon Miles a, Sanjay Modgil a,
Luc Moreau a, Maria Polukarov a, Odinaldo Rodrigues a and Carmine Ventre a

a Department of Informatics, King’s College London, Bush House, 30 Aldwych, London WC2B 4BG, United
Kingdom
E-mail: michael.luck@kcl.ac.uk

Abstract. Current work on multi-agent systems at King’s College London is extensive, though largely based in two research
groups within the Department of Informatics: the Distributed Artificial Intelligence (DAI) thematic group and the Reasoning &
Planning (RAP) thematic group. DAI combines AI expertise with political and economic theories and data, to explore social
and technological contexts of interacting intelligent entities. It develops computational models for analysing social, political
and economic phenomena to improve the effectiveness and fairness of policies and regulations, and combines intelligent agent
systems, software engineering, norms, trust and reputation, agent-based simulation, communication and provenance of data,
knowledge engineering, crowd computing and semantic technologies, and algorithmic game theory and computational social
choice, to address problems arising in autonomous systems, financial markets, privacy and security, urban living and health.
RAP conducts research in symbolic models for reasoning involving argumentation, knowledge representation, planning, and
other related areas, including development of logical models of argumentation-based reasoning and decision-making, and their
usage for explainable AI and integration of machine and human reasoning, as well as combining planning and argumentation
methodologies for strategic argumentation.

Keywords: argumentation, norms, agent-based simulation, strategic interaction, multi-agent reinforcement learning, dialogue
protocols

1. Introduction

King’s College London has a long history in multi-agent systems, with research dating back to the early 2000s.
Current work on multi-agent systems at King’s is extensive with many researchers, though largely based in two
research groups within the Department of Informatics: the Distributed Artificial Intelligence (DAI) thematic group
and the Reasoning & Planning (RAP) thematic group.

DAI combines AI expertise with political and economic theories and data, to explore social and technological
contexts of interacting intelligent entities. The group develops computational models for analysing social, politi-
cal and economic phenomena to improve the effectiveness and fairness of policies and regulations, and combines
intelligent agent systems, software engineering, norms, trust and reputation, agent-based simulation, communica-
tion and provenance of data, knowledge engineering, crowd computing and semantic technologies, and algorithmic
game theory and computational social choice, to address problems arising in autonomous systems, financial markets,
privacy and security, urban living and health.

RAP conducts research in symbolic models for reasoning involving argumentation, knowledge representation,
planning, and other related areas. Its research priorities are: (i) development of classical, temporal and hybrid plan-
ners for constructing efficient plans for complex systems; (ii) development of logical models of argumentation-
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based reasoning and decision-making, and their usage for explainable AI and integration of machine and human
reasoning; (iii) combining planning and argumentation methodologies for strategic argumentation; (iv) the formali-
sation of models of ethical reasoning and deliberation; and (v) development of machine learning techniques for topic
classification, relationship and argument extraction from unstructured natural language texts.

Beyond these specific groups, there is also a more general focus on autonomous system at King’s. Indeed, while
there is great interest in deploying autonomy in existing and new applications, the concerns that remain about the
safety and trustworthiness of current autonomous systems have led to the establishment of a cross-cutting Trusted
Autonomous Systems hub focussing on safe and trusted AI, explainable AI and ethics. It provides a valuable portfo-
lio of skills and expertise on model-based reasoning that can be used to achieve safety of, and trust in, autonomous
systems via consideration of causality, explanations (especially for planning and cyber-security), and provenance. In
this context, King’s is home to the UKRI Centre for Doctoral Training in Safe & Trusted AI, for which multi-agent
systems is a key theme, running from 2019 through 2027 as part of the UK Government’s investment of £100m
initiative to train 1000 new scientists and engineers in AI. King’s is also one of three partners in the UKRI Trust-
worthy Autonomous Systems Hub, which sits at the centre of a £33M Trustworthy Autonomous Systems research
programme.

There are also other areas of activity in multi-agent systems at King’s. For example, the Department of Engi-
neering’s Centre for Robotics Research has the mission to develop solutions to critical challenges faced in society
where robot-centric approaches can improve outcomes, including in work on machine learning and on human-robot
interaction. Similarly, there has been work undertaken at the King’s Institute of Psychiatry, Psychology & Neuro-
science on knowledge representation, machine learning, and multi-agent systems applied to biological knowledge
discovery, healthcare delivery, and e-health infrastructures, and there is a long tradition of work on multi-agent sys-
tems, decision support systems and machine learning applied to clinical trials and biomedical systems in Population
Health Sciences. Nevertheless work in Informatics at King’s in the groups above provides the critical mass of MAS
research, and they remain the focus of this article.

In each key area, the article provides a separate section describing the technical problems, the main approaches
& key results, and the open challenges. Given the extent of the variety of work at King’s, and for the sake of brevity,
we have not attempted to artificially introduce links between the sections, but the natural flow should make clear the
relevance and integration to the wider agenda of each. The paper begins with a detailed consideration of argumen-
tation and dialogue, for which King’s has one of the most established groupings of researchers, and continues with
more foundational examination of agent communications languages and dialogue protocols for machine-to-machine
communication. Next the paper covers wider agent interactions, first through work on agent-based models and sim-
ulation, then strategic interaction between multiple agents and multi-agent reinforcement learning. Finally, we bring
together some related strand of activity to contextualise the work previously outlined.

2. Argumentation and Dialogue

2.1. Technical Problems

A key problem addressed by the group at King’s is that of distributed non-monotonic reasoning. The last two
decades have witnessed a waning of interest in non-monotonic logics for agent reasoning, due in large part to
the unacceptable computational demand exacted when reasoning non-monotonically over realistically complex and
rich belief bases, and the increasing dominance and success of machine learning applications that has reinforced
scepticism as to whether the symbolic AI paradigm — and more specifically non-monotonic logics — represent the
most promising approach to implementation of single agent reasoning.

While it is conceivable that non-monotonic logics may play only a limited role in single agent reasoning (although
many convincingly argue that integration of symbolic and machine learning systems will be required for more com-
plex forms of agent reasoning [56]), it is far less contentious to claim that symbolic, and in particular non-monotonic,
logics will be required to support joint reasoning among human and artificial agents. After all, more complex rea-
soning tasks, such as those that involve managing uncertainty and resolving conflicts, often benefit from input and
insights elicited from multiple agents engaged in the dialogical exchange of locutions. Hence, non-monotonic logics
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can provide normative guidance for rational joint deliberation among human agents, and among human and arti-
ficial agents, where the latter will necessarily need to communicate symbolically, in ways understandable to their
human interlocutors [62]. Indeed, the latter may be of particular importance if AI reasoning and decision making
is to be aligned with human values [62, 64]1. Ensuring that such dialogical exchanges comply with rational prin-
ciples governing the handling of uncertainty and resolution of conflicts, requires development of formal models of
distributed non-monotonic reasoning that can serve to constrain and guide the choice of locutions and their relation-
ships in such dialogues. It is arguably this requirement that is best served by argumentation-based characterisations
of non-monotonic logics.

The group at King’s has a strong focus on the application of computational argumentation techniques to support
distributed non-monotonic reasoning. The problems addressed by the group in this space span the breadth of key
challenges and can broadly be classified into three main areas, as follows.

• Knowledge representation, reasoning, and engineering, including: development of both structured and abstract
argumentation frameworks and argumentative (dialectical) formalisations of non-monotonic logics that comply
with rational principles regarding the handling of uncertainty and resolution of conflict (e.g., [22–24, 35, 36, 39,
60, 65, 67, 68, 73, 99]); proof theories and algorithms for reasoning with and about arguments (e.g., [66, 78–
80]; specification of argument schemes specialised to particular domains (e.g., [86, 92]); argument mining
approaches for identifying arguments and relations between arguments from text (e.g., [16, 18]).

• Dialogical argumentation, including: systems for distributed inquiry over beliefs and for distributed delibera-
tion over actions (e.g., [4, 6]); how an agent can act strategically so as to influence the outcome of dialogical
argumentation, taking into account what it believes to be true about its interlocutor’s private mental state (e.g.,
[5, 41, 46, 69]).

• Methods to support human-machine reasoning, including: techniques for generating argumentation-based in-
teractive recommendations and explanations (e.g., [17]); mechanisms for handling ‘enthymemes’ (logically
incomplete arguments) (e.g., [7, 61, 97]);

2.2. Main Approaches and Key Results

A key knowledge representation challenge is how to represent a belief base to allow the construction of argu-
ments (essentially defeasible proofs) for claims (conclusions), and the identification of relationships between those
arguments (such as contradiction-based attack relationships). The ASPIC+ framework for structured argumentation
[68] is a community standard that has been widely studied and developed, and that has established argumentative
characterisations of non-monotonic logics (e.g., [99]). However, while ASPIC+ establishes that these argumentative
characterisations yield rational outcomes, it does so under the assumption of logical omniscience; i.e., that agents
have unbounded resources. ASPIC+ also assumes that information about preferences and values that is used to arbi-
trate among arguments, is fixed and given, and not itself subject to reasoning and disagreement. Moreover, ASPIC+
assumes an argument ontology that is more suitable for single agent reasoning rather than distributed reasoning.
More recently, a novel dialectical approach to structured argumentation develops both special cases of ASPIC+
[22, 23] and the full ASPIC+ framework [24], so as to: (i) adopt an ontology for arguments that renders it more suit-
able for distributed reasoning; (ii) establish that rationality is satisifed while making only minimal assumptions on
computational resources; and (iii) accommodate arguments constructed in recently proposed depth-bounded logics
that satisfy principles of bounded rationality [21].

In order to reason about the justified conclusions of an argumentative belief base, one typically abstracts away
from the content of arguments, yielding a graph that represents arguments and their attacks, and applies what are
known as ‘semantics’ [29] to determine the ‘winning’ arguments. This form of reasoning has a high computa-
tional complexity, meaning advanced techniques are needed to overcome implementation issues. Work carried out at
King’s by Rodrigues and colleagues addresses this challenge in two fronts: the development of alternative numerical
semantics to complement or replace the traditional three-valued Dung’s semantics, e.g., probabilistic, numerical,
and Bayesian semantics as in [34–36] and the investigation of the limits of operations on abstract argumentation

1Cooperative Reinforcement Learning [40] – amongst the most promising approaches to ensuring that the values of machines are aligned with
human values – points to the need for human and AI agents to engage in dialogical exchange.
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frameworks [73]; and the actual design and implementation of algorithms to compute or assist in the computation
of solutions to problems in abstract argumentation [77–80].

Away from using abstract argumentation as a technique to characterise non-monotonic reasoning, related work
was also done by Rodrigues in terms of logical foundations for knowledge representation and reasoning, more
specifically in the areas of belief revision [32, 76, 81], belief contraction [37, 38], and translation of operations across
logical systems [33, 82].

In relation to the practical implementation of agents who reason argumentatively, a key challenge is that of knowl-
edge engineering: where do agents get their arguments from and how do they identify arguments that attack, or sup-
port, these? The field of argument mining aims to extract these elements from text and focuses on two main tasks:
argument component detection, which aims to identify arguments within text (i.e., claim, premises, and their textual
boundaries) and relation prediction of the arguments previously identified. Cocarascu’s work focuses on developing
machine learning models for argument mining [16, 18] and methods for mining argumentation frameworks from
text that can be used to support real-world applications [19].

Also addressing the knowledge engineering challenge, Modgil’s work considers the development of argument
schemes and critical questions (AsCq) specialised for different domains, including organ transplant coordination and
medical reasoning more generally (e.g., [86, 92]). Argument schemes are stereotypical patterns of reasoning, which
are used as presumptive justification for generating arguments. They are essentially templates that can in principle
be instantiated by human and machine interlocutors, and thus potentially provide a bridging level of representation
that enables human-computer dialogue. Moreover, each scheme has an associated set of critical questions, which
allow one to identify potential attacks on an argument generated by the scheme, where the attacks can then be
realised through instantiation of other schemes. In this way, the use of AsCq can yield argument graphs of attacking
arguments that can be evaluated to determine the outcome of a dialogue.

An important focus is on dialogical argumentation to support distributed reasoning, where agents seek to share
relevant arguments in order to reach some joint agreement on what to believe or what to do. In the paradigmatic
case of collaborative inquiry over beliefs, it is important to ensure that the outcome is warranted by the joint beliefs
of the participants; this property is guaranteed by the inquiry dialogue system developed by Black and Hunter [6],
where the participating agents exchange beliefs so as to jointly construct all arguments that may be relevant to
the reasoning. However, when deliberating over action, where the best outcome depends on an one’s subjective
preferences, agents should strategically select arguments to share that are likely to influence the outcome in their
favour [4].

Strategic selection of arguments is key whenever an agent aims to influence the result of dialogical argumentation
towards a particular outcome. This is a challenging problem, which typically involves consideration of what the
strategiser believes about the private mental state of their interlocutor(s) [8]. Black’s work with colleagues considers
how the problem of determining a strategy that will be effective against one’s interlocutor(s) can be mapped to an
optimisation problem, so that techniques such as automated planning and evolutionary search can be exploited to
identify such a strategy [5, 69].

Arguments presented by humans are normally enthymemes, which are incomplete arguments that omit some of
the content of the intended complete argument. To support dialogical argumentation between artificial and human
agents, we need to be able to handle enthymemes, and work at King’s has have developed a novel set of locutions for
managing enthymemes that allow agents to recover from the range of misunderstandings that may arise as a result
[97]; previous work of Black (in collaboration with Hunter) considers how an agent can reconstruct the intended
argument from a received enthymeme, and can select an enthymeme that will be correctly reconstructed by its
recipient, so as to avoid such misunderstandings [7].

Various approaches have been proposed for explainable artificial intelligence (XAI), including argumentation-
based explanations, and different types of explanations based on argumentation frameworks can be formed, e.g.,
conversational or visual. These can then provide the basis for explanations to users by means of interactions. One
area in which argumentative explanations have been used by Cocarascu is recommender systems, where argumen-
tation frameworks are extracted from reviews and provide the backbone for dialogical explanations that describe the
strengths of movies [17].
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2.3. Open Challenges

While dialectical argumentation enables formalisation of non-monotonic logics that are rational under resource
bounds, it still assumes fixed preferences/values. It remains to further develop the approach to accommodate reason-
ing about possibly conflicting preferences/values (an important requirement given the above anticipated applications
of distributed reasoning; see below). This research goal will be pursued using the same methodology that generalises
ASPIC+ to accommodate reasoning of this kind [60, 67].

In terms of argumentation semantics and computation of semantics of argumentation frameworks, interesting
avenues for future work include the automatic extraction of arguments from text expressed in natural language, the
representation of these arguments as a formal mathematical structure, and new semantics to enable reasoning over
these large quantities of data. The challenges in the development of these new argumentation semantics arise from
mechanisms to deal with the uncertainty about the strength of arguments (or their reliability) and how to make sense
of an argumentation framework supplied with this extra information. Likewise, as the size of the argumentation
frameworks increase, there are technological challenges to the implementation of data structures and algorithms
for large scale argumentation graphs and the computation of the enumeration of extensions and the acceptance of
arguments under particular semantics.

Much of the work on identifying argument components as well as the pro and con arguments rely on deep learning
techniques. One of the main challenges of argument mining is represented by the lack of sufficiently large anno-
tated data that can be used to train machine learning models. To address this, various datasets spanning several do-
mains, have been created [13]. However, there is no agreement or consistency in terms of the annotations among the
datasets. Additionally, identifying argument structures in text is a difficult task for humans as well as for machines.
Arguments are sometimes determined by the presence of discourse markers, but in most cases, the premise does not
follow the claim immediately in the discourse, making it difficult to link them automatically. Furthermore, humans
make use of common sense or background knowledge to construct or to identify arguments.

Various approaches to argumentation-based reasoning employ preferences over arguments to determine whether
one argument ‘successfully attacks’ (i.e., defeats) another, effectively formalising the use of priorities in non-
monotonic logics so as to preferentially arbitrate among conflicting inferences. For example, the well known non-
monotonic Preferred Subtheories formalism exploits a given total ordering over a belief base so as to define a non-
monotonic consequence relation. In argumentative characterisations of Preferred Subtheories inference ([23, 68]),
the total ordering is ‘lifted’ to a preference relation over arguments, so that the claims of justified arguments de-
fined by the belief base, correspond to the Preferred Subtheories inferences defined directly over the belief base.
However, one needs to accommodate non-monotonic reasoning about priorities/preferences, clearly a more salient
requirement when participants in dialogues may differ in respect of their valuation of arguments. An open challenge
is therefore to develop mature models of argumentation-based dialogue that accommodate reasoning about prefer-
ences (for example, when agents differ as to the relative importance of the values promoted by arguments justifying
actions in deliberation dialogues), so as to yield accounts of distributed non-monotonic reasoning that eschew the
assumption of exogenously given fixed priorities/preferences. A promising approach to addressing this challenge
would be further development of a proposal [63] that accommodates exchange of (possibly conflicting) arguments
justifying preferences over other arguments, and where the arguments exchanged are evaluated in Extended Argu-
mentation Frameworks [60, 67] that accommodate such arguments via attacks on attacks2. The long term aim is to
thus develop dialogical, communicative accounts of distributed non-monotonic reasoning that build on the afore-
mentioned extension of Dialectical Argumentation, so as to accommodate real-world modes of dialectical exchange,
reasoning about preferences/values, and that yield rational outcomes given the pragmatic assumption that real-world
agents have bounded resources.

While argumentation has previously been used as a mechanism for providing explanations, more work is needed
to determine the right explanation format, which can easily be understood by users. Further work is also required on
investigating the incorporation of user feedback into the explanation system.

Finally, further work is required on developing domain specific Schemes and Critical questions (ScCq), that
will be required to support human-machine dialogue (or indeed to enable computational scaffolding of human-

2If X claims that B is preferred to A, then X attacks the attack from A to B.
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human dialogue) (see Section 2.2). For example, the anticipated use of such dialogues in supporting alignment of
computational decisions with human values [62, 64] can be facilitated by development of ScCq that characterise
stereotypical patterns of ethical/moral reasoning.

3. Agent Communications Languages and Dialogue Protocols for Machine-to-Machine Communication

3.1. Technical Problems

The problem addressed by McBurney and colleagues is the design of languages and protocols for the automated
generation and automated reception of communicative messages between autonomous software entities, or agents.
With the growth of the semantic web, the vast majority of messages between computers now are automated requests
for digital objects, and automated replies to these requests, using the Hyper-Text Transfer Protocol (HTTP). Consid-
ered from the perspective of human argumentation and dialogue theory, these requests are all quite simple: most cur-
rent machine dialogues would be considered as an action-requesting dialogue or, very often, an information-seeking
dialogue [96]. The research agenda here is to design formal languages and protocols to enable machines to have
more sophisticated dialogues than these with one another.

3.2. Main Approaches and Key Results

To achieve this agenda requires formal study of communications and dialogues in terms of their semantics and
pragmatics. Semantics refers to the relationship between communications in a formal language and that aspect of
reality that concerns the truth of messages, while pragmatics refers to the relationship between communications and
other aspects of reality, for example in the way in which messages in a dialogue are used to create or maintain social
relationships between the participants. A great deal of effort on computer protocol design has considered the formal
syntax of messages and interactions between machines, and the properties of dialogues that arise from these, with
some attention having been paid to semantics but usually ignoring pragmatics [57].

In this research endeavour, Shannon’s famous theory of communication is of no use, since it explicitly ignores the
semantics of messages, and implicitly ignores their pragmatics [88]. Instead, McBurney draws on work in theoretical
linguistics (of human communications), the philosophy of argument, and the philosophy of language. Philosophers
these last three thousand years, have spent most of their efforts studying propositions, statements that purport to
make factual representations about the world.3 Many interactions, perhaps even most, between humans or between
machines are not propositional in nature, however, but involve utterances over actions such as requests, promises,
commands, etc. It is the semantics and pragmatics of protocols for dialogue over action that are primarily the focus
here.

An example of this is work on exploration of deception in communications: understanding what it is, how it
may be engineered so that machines may deceive, and how deception may be recognised and countered by other
machines [84]. Applications here are in every form of robot-to-robot communication between machines unknown
to each other, where mutual trust can only be assumed by the participants at great risk to themselves. Similarly,
deception has a long history of application in military strategy and espionage, as well as in the public disinformation
campaigns that have been a feature of international relations since the early days of the Cold War. In addition to
work in philosophy, this research has drawn on frameworks for modelling lies and their detection from psychology
and ideas from pheology, which has a long history of the study of lying, equivocation and prevarication. The main
methods here have involved the modelling of nested theories of mind, and their computational simulation [85].

3Exceptions were Thomas Reid [87] and Adolph Reinach [74].
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3.3. Open Challenges

Challenges that are still open are: to classify all types of communicative dialogue; to design effective protocols
for these different types (particularly those involving actions); to better understand the formal and applied properties
of these protocols and their semantics and pragmatics; and to connect these protocols to machine-tractable models
of action. People in the blockchain world are fond of saying that smart contracts (automated programs that run on
distributed ledgers) can replace natural language legal contracts and thereby enable companies to operate automati-
cally without any human intervention. However, there is currently a very large gap between the subtle and nuanced
actions and conversations enabled by commercial natural language contracts and the limited, blunt effects on-chain
generated by smart contracts [50]. Research on agent communications protocols over actions will be necessary to
bridge this gap.

4. Norms and Behaviour Regulation

4.1. Technical Problems

In systems of interacting autonomous agents, some form of system management or behaviour regulation may
be needed, either through constraints imposed by organisational structure and norms (limiting what is possible for
agents to do) or through analysis of trust in, and reputation of, potential cooperation partners [49]. When constraints
are imposed by organisational structure and norms, trust may be less important, since system regulation achieves
compliance. This is the approach adopted in electronic institutions [26] in which agents do not have the possibility of
violating norms. Yet if agents are less willing to trust others, then the possibility for taking advantage of opportunities
in terms of cooperation may be ruled out due to an excessive tendency to caution even if merited by the presence
of malicious agents. Balancing these aspects can be crucial in enabling effective systems and societies: Fitoussi
and Tennenholtz [31] suggest that norms must be sufficiently restrictive to have the desired effect, but must also be
sufficiently flexible so that all objectives are equally feasible.

Since agents are autonomous, compliance with norms is not guaranteed.To encourage compliance and enforce
norms, therefore, sanctions may be imposed on a norm violator and agents must consider the possibility of receiving
some punishment in the case of violation. For example, in peer-to-peer systems agents share resources with each
other, but if there is no cost to accessing resources provided by others, there is also no incentive for agents to con-
tribute their own resources for the benefit of others. More generally, when self-interested autonomous agents ex-
change information (for example) without central control, non-compliance (due to selfish interests) can compromise
the entire system; the nature and volume of interactions can make it impossible to effectively enforce compliance
via legal norms. In contrast, social norms are those that emerge through interactions, and are maintained by the
individuals that participate within them.

Axelrod, however, showed that norms alone may not lead to the desired outcomes, and that metanorms to help
enforce compliance of primary norms are required [2]. Yet this also raises questions of how agents should encourage
compliance through enforcement and the severity of sanctions and, in open multi-agent systems, how agents should
seek to optimise their choice of the most reliable interaction partner among many possible available.

4.2. Main Approaches and Key Results

Axelrod’s work has been hugely important and valuable but vastly oversimplifies the problem with too many lim-
iting assumptions. For example, in wireless sensor networks, each agent can only observe the behaviour of a rela-
tively small number of other agents, yet Axelrod assumes that there is a uniform probability of being seen; more gen-
erally in real world systems, observability is restricted by network connections rather than some arbitrary probability
distribution. In response, work at King’s by Mahmoud, Luck and others [53–55] has addressed a number of these
constraints, dropping the observability requirement [51] and introducing more realistic topological configurations
for considering norm emergence [53], fundamentally changing the mechanisms required to establish cooperation.
This allows the development of mechanisms that move beyond a fully connected network, and into such topologies
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as lattices, small worlds and scale-free networks (which contain both heavily connected nodes and lightly connected
nodes). However, because of the asymmetric nature of scale-free networks with a vast number of connections of
hubs and lightly connected outliers, performance is less strong than with other topologies, and a uniform learning
rate to modify strategies is ineffective. This has led to examination of adjusting the amount of learning in relation to
performance through dynamic policy adaptation [52], bringing about the desired behaviour and norm emergence.

4.3. Open Challenges

Despite the success of these new models building on Axelrod’s work, there remain constraints that may prevent
some real world application. For example, while observation of interactions may be considered valid in some do-
mains such as social networks (where the network structure determines observability), this could be invalid in other
domains (for example, where communication involves some form of encryption, preventing agents from detecting
a violation). In addition, resources themselves are often ignored, with the assumption that there is always access
to unlimited resources for use in detecting a violation and seeking to enforce norms, but this is clearly not feasible
in a world where resources are constrained. More generally, notions of order and society from human systems can
provide both solutions and inspiration development of techniques in a computational context, yet the interplay of
different elements is potentially complex.

5. Engineering for Emergent Behaviour

5.1. Technical Problems

The nature of a multi-agent system means that its population’s overall behaviour will emerge from agents’ inter-
actions over time and, due to the complexity of the system, this emergence will be unpredictable from the design of
individual agents. In order for an engineered agent-based system to be considered reliable, we need to know how it
will operate, leading to two key challenges around emergent behaviour. First, if we can anticipate what behaviours
could emerge, we could seek to test whether these are likely, but the space of possible future paths the system may
take is commonly too large and diverse to feasibly check each one. Second, in a sufficiently rich system, we cannot
anticipate every behaviour that may emerge, so we want to instead ensure the system will detect and react to emerg-
ing behaviour such that positive behaviour that supports the system’s goals is preserved while negative behaviour
is eliminated [43]. However, such detection relies on data being exposed by agents about their behaviour and the
reasons behind it, and for that data to be reliable, which cannot be assumed in competitive multi-agent systems in
which individual agents can gain advantage through obfuscation.

5.2. Main Approaches and Key Results

To question the possible futures of an agent-based system, we can simulate it. Indeed, agent-based simulation
is a field of growing importance more generally as it is recognised that purely data-driven modelling is inadequate
for analysing complex systems with heterogenous components. It is challenging to determine whether a conclusion
drawn from an agent-based model, such as whether a particular behaviour is likely to emerge, is robust or just
reflects random chance or the absence of some critical features of the simulated phenomena. Miles and colleagues
have developed methods and tools for quantifying whether an observed property can confidently be asserted about
the modelled system, drawing on approximate probabilistic model checking and temporal logic [45]. They extended
this general approach to allow causal processes within a model to be detected [44].

Addressing the challenge of ensuring reliable data is available from which to detect unanticipated emergent be-
haviour, the team first built upon their past research in data provenance, providing interoperable standards for cap-
turing causal descriptions of behaviour across distributed systems, and then explored corroboration between agents’
accounts as a way of assessing reliability of individual agents’ claims [3]. Measuring the reliability of reporting
through corroboration does not in itself ensure that agents will behave reliably: there also needs to be a way of
incentivising good reporting behaviour. The team extended reputation assessment mechanisms [90] where client
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agents rely on the society-constructed reputations of provider agents, and the confidence in reputation scores can
be adjusted based on how well corroborated reports are. Where client agents act on behalf of users, the reasoning
behind the reputation score can then be explained to them so that they can make an informed choice of provider [71].
In combination, this means that provider agents are incentivised to report behaviour completely and reliably because
they will not be chosen to provide future services otherwise.

5.3. Open Challenges

From the above strands of work, there are methodological issues to be solved,and these are the current focus.
First, it is important for non-technical domain experts to be able to apply the approach of determining whether an
agent-based simulation shows some emergent property or behaviour, because they know the relevant behaviours to
check for and how the model might reasonably change. For example, Miles and colleagues work with the emer-
gency department (ED) of a London hospital and have studied how interactions between staff and patients build
up to emergent cultural practices that affect the efficacy of the ED over time [9]. Ideally, hospital managers should
fully control an agent-based model of the ED so that they can explore alternative ways of working. Here, we re-
quire methodologies surrounding our technical approach to make the testing of emergent behaviour accessible and
practical.

Within practical scenarios involving emergent behaviour, physical space is an important factor that has not been
properly addressed. For example, distance, walls and other obstacles all affect the possibility for interaction and
how the system evolves over time (for example, there are only certain places where people can enter or exit the
simulated place). The team at King’s work with city councils redeveloping public urban spaces for which they wish
to ensure that a space’s design encourages people to behave in a way that maintains each others’ safety, comfort,
health, happiness etc. as they interact. A multi-agent system perspective will allow for the psychology of interacting
individuals to be properly accounted for in a simulation and analysis, going beyond physical influences on interaction
such as trajectory or obstacle avoidance to consider behaviour based on the beliefs or intentions of people in a space.

Finally, when engineering systems to best handle unanticipated emergent behaviour, we need to build upon the
reliable detection approaches discussed above to consider how agents can mutually commit to positive emergent
behaviour (or an alternative to negative emergent behaviour). This will allow agents not to have to spend resources
preparing for multiple contingencies but instead be able to expect and build upon emergent behaviour that has been
found to be beneficial for the system as a whole.

6. Strategic Interaction Between Multiple Agents

6.1. Technical Problems

Ventre, Polukarov and De Keijzer study issues around the strategic interaction between multiple agents in a
system. Problems of interest include collective decision making, incentive-compatible mechanisms and stability
analysis, which are tackled from complementary perspectives on agents’ rationality; agents are either assumed to be
perfectly rational or to have certain cognitive biases. In the former case, there is a need to develop incentive models
to explain, predict or drive an agent’s behaviour towards outcomes that are desirable from the system’s perspective.
In the latter case, there is a focus on providing theoretical guarantees about what systemic outcomes are compatible
within the given cognitive limitations. In addition to this, analytical research, work (together with industry partners)
has been conducting empirical studies for the strategic response of trading agents to different market microstructure
design in highly dynamic financial markets. Other practical applications include, among others, tactical voting and
participatory budgeting domains.
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6.2. Main Approaches and Key Results

The question of how agents — human or artificial — make collective decisions, is central to both computer and
social sciences. In this context, the notion of strategic voting has been highlighted in research on (computational)
social choice as crucial to understanding the relationship between preferences of decision-makers and the outcome
of elections. To this end, Polukarov and colleagues proposed a paradigm of iterative voting (see, for example, [58]),
which focuses on driving strategic voting behaviour towards a mutually agreed joint decision (instead of preventing
one). Motivated by web services such as Doodle or Survey Monkey, an iterative voting process starts from some
initial (most commonly, the truthful) voting configuration, and lets the agents subsequently make myopic improve-
ments to the outcome by changing their current vote. In so doing, the model embraces the inevitable manipulability
of voting mechanisms (i.e., Gibbard-Satterthwaite impossibility) and views the agents’ ability to vote strategically
as a collective opportunity to reach stable, mutually agreed decisions. Iterative voting has received significant atten-
tion in the recent AI and multi-agent systems literature due, in part, to its potential to provide good predictions for
the outcome of the election (and hence, the state of the system). For instance, it has been shown that an iterative
process can eliminate low quality Nash equilibria that may arise in certain elections and can successfully model
the electorate response to poll data even when voters have limited information and restricted communication abil-
ities. Moreover, (algorithmic) game-theoretic analysis is employed to introduce a suitable equilibrium refinement
notion [72] that is consistent with the behaviour recorded in real-life data for, e.g., Doodle polls where decisions
are not only guided by the intrinsic preferences over the alternatives. This idea of rationalising the real-life agents’
behaviour is extended by proposing an alternative solution concept of cooperative equilibrium [14] to capture the
phenomena observed in the context of social dilemmas.

Another fundamental aspect of multi-agent decisions relates to resource (or task) allocation domains where agents
hold private information about their values for possible allocations. In this context, work by De Keijzer, Ventre and
colleagues has built the foundations of (algorithmic) mechanism design for imperfectly rational agents. A host of
results have been proven for a particular cognitive limitation to do with the ability of reasoning contingently, see,
for example, [1, 25, 30]. In addition, agent-based models have been used, enriched by an empirical game-theoretic
analysis to study macro phenomena from the micro-interactions guided by the incentives of the traders in markets.
Questions examined include novel market designs improving market behaviour and reducing pernicious market ma-
nipulation strategies and herding behaviour and its effects on flash crashes. Novel algorithms have also been devised
for solving Büchi games and Parity games, which have applications in model checking, verification, and safety-
critical systems. In addition, a collection of two-sided market mechanisms has been designed and analysed, and
proven to have high computational efficiency and social welfare guarantees, suitable for various general classes of
market settings [20]. The task of finding clearing solutions in financial networks has also been investigated [83], and
network structures identified under which irrationality and high computational complexity prevent the computation
of exact solutions (alongside algorithms which can solve this task efficiently in some useful special cases). Lastly,
there has been an effort to study a dynamic facility reallocation problem, characterising the best way of moving a
facility along a linear space so as to optimally trade-off movement cost and proximity to a set of users of the facility
who each move over time.

6.3. Open Challenges

The computational social choice literature offers a systematic, in-depth analysis of strategic voting behaviour in
the context of single-winner elections — preference aggregation procedures that output a single winning alternative;
recently, the investigation of these questions has started in the context of selecting committees (also known as
multi-winner elections) which captures a wide range of applications, such as electing political leaders, determining
outcomes of talent competitions or hiring procedures, identifying the best items to recommend to a user of online
media based on the reported experiences of other users, choosing papers to be presented at a conference, deciding on
a set of measures to achieve a particular target (such as reducing carbon emissions or controlling viral transmission)
or splitting a limited budget among competing projects. The latter scenario is typical in the context of participatory
budgeting, in which city residents decide directly on the distribution of public funds. However, the literature on
strategic behaviour in multi-winner elections is scarce and is almost non-existent in the context of participatory
budgeting. To this end, and in collaboration with Westminster City Council, we aim to:
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• develop a suite of multi-winner (iterative) voting procedures that admit efficient algorithms on realistic inputs
and/or convergent dynamics of strategic moves;

• identify a set of guiding principles that can be used to choose an appropriate procedure from this suite for a
specific decision-making scenario; and

• identify the ways for these procedures to be used to increase public engagement and/or guide decision-makers
towards a desirable decision in a given scenario.

For this agenda to succeed, it is important to accurately account for (or, in other words, rationalise) the behaviours
observed in practice. This issue is also critical for building correct incentive models in the context of mechanism
design where our main research challenges include: a deeper understanding of mechanism design for imperfect
rationality; and, designing and deploying AI agents in financial markets. Within the finance domain, we aim to
solve problems concerning: systemic risk in financial networks; and, the design of efficient and transparent plat-
forms/mechanisms for bilateral and multilateral markets. Finally, problems of interest that cut across the research
directions above include: improving agent learning in presence of noisy labels; and analysis of voting protocols and
estimation of their outcome distribution using Markov chain Monte Carlo techniques.

7. Multi-Agent Reinforcement Learning

7.1. Technical Problems

Multi-agent systems are increasingly ubiquitous, with systems such as traffic light control and autonomous driving
becoming ever more prevalent. However, multi-agent reinforcement learning (MARL) is still confined to a small
subset of multi-agent systems with limited complexity. Du’s research agenda for MARL considers the following
challenges.

• How to flexibly control an arbitrary number of agents, such as coordinating a varying number of vehicles at an
intersection?

• How to incentivise agents to contribute rather than free-riding when only team reward rather than individual
reward is available?

• Beyond competitive and team games, general scenarios in which agents are selfish or self-interested exist more
widely, but the literature concerning them is very sparse.

• Evaluation is essential in driving progress in machine learning, but little attention has been paid to evaluations
of players compared to developing algorithms. Challenging scenarios here include evaluating human players,
intransitive skills, and data efficiency.

7.2. Main Approaches and Key Results

To address these problems, Du and colleagues explore several strands of activity. First, they proposed a novel
architecture that learns a spatial joint representation of all the agents and outputs grid-wise actions [42]. Each agent
is controlled independently by taking the action from the grid it occupies. The proposed method can be conveniently
integrated with general reinforcement learning algorithms, such as PPO and Q-learning, and its effectiveness was
demonstrated in extensive challenging multi-agent tasks in StarCraft II. Second, they proposed a bi-level framework
with which each agent learns an intrinsic reward function that diversely stimulates the agents at each time step [27].
Empirical results on StarCraft II demonstrate the effectiveness of LIIR, and LIIR can assign each individual agent
an insightful intrinsic reward per time step. In addition, Du and colleagues have developed a MARL solver that
computes the Nash equilibrium (NE) within a new subclass of stochastic games [59]. Theoretically, the learning
method enables independent agents to learn Nash equilibrium strategies in polynomial time, and the framework
outperforms the state-of-the-art MARL baselines in tackling tasks such as large selfish routing. Finally, this line of
research focuses on reducing the number of pairwise comparisons in recovering a satisfying ranking for players in
two-player meta-games, by exploring the fact that agents with similar skills may achieve similar payoffs against
others, and by active sampling [28, 98].
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7.3. Open Challenges

There are two main open challenges here. First, while some new evaluation methods have been developed, new
problems nevertheless keep emerging, such as off-policy evaluation and cooperative evaluation. Second, reinforce-
ment learning is very close to the human cognition process, but questions such as measurement of agents’ conscious-
ness and intelligence are neither answered nor properly asked.

8. Other Areas of Multi-Agent Systems Research

The core areas of multi-agent systems research at King’s are described above, but there are are many other relevant
areas of focus, not least in relation to the data on which agent systems operate, and the increasing need to be able to
track and explain their behaviour.

Indeed, while operating with various degrees of autonomy, multi-agent systems make decisions that may affect
humans. Such systems may therefore be subject to laws and regulations, such as the potential requirement of ex-
plainability in the GDPR [47, 91, 93]. Independently of regulatory needs, there is an increasing desire to be trans-
parent about decisions that affect people, and society demands accountability for outcomes resulting from (semi-)
automated processing. The problems of explainability, transparency, and accountability are challenging to address in
multi-agent systems because a single agent, by definition, does not have an overarching view over the decentralised
decision-making process, and thus is unable to provide a comprehensive explanation about an actual the distributed
process that led to a given decision.

Knowledge graphs (KGs) are knowledge bases that use a graph-based data model to capture knowledge in ap-
plication scenarios that involve integrating, managing and extracting value from diverse sources of data at large
scale [70]. Many of them are engineered through the lenses of disciplines that have been traditionally central in
AI, such as knowledge representation [94] and semantic networks [89]. The key issue around KGs, therefore, is
to represent the knowledge of the world through connected symbols with well-defined meaning in such a way that
when humans and machines consume them, they can derive consequent facts in a predictable and sound manner.

Many of the challenges of creating these KGs come from the fact that this ‘knowledge of the world’ has an
inherently unfathomable scale and complexity. To overcome it, traditional knowledge engineering has focused on
creating KGs of a reasonably small size to keep these issues at bay; however, with the proliferation of industrial,
large-scale KGs (see, for example, Google4) new techniques addressing these issues, especially due to the needs of
Web users, have become necessary. An effective approach to deal with them, imitating the success of projects like
Wikipedia, has been the exploitation of collaborative and peer-production systems and communities. For example,
Wikidata [95] is built and maintained in this way, and is today the largest open-source knowledge graph with 100
million entities curated by a community of 24,000 active editors. The consistency of KGs like Wikidata, the log-
ical formalisms needed for enabling reasoning at scale on them, their querying, and supporting multilingual and
multimodal (for example, from images, sound, etc.) knowledge are still unresolved challenges.

Being these large scale, knowledge-based representations, KGs can be a powerful tool for multi-agent systems
(MAS). For instance, they can provide models of the world that MAS can build upon as either partial (constrained)
or complete models of the domain they are deployed at. Moreover, these models can be parametrised with different
levels of logical complexity and semantics, enabling MAS to infer new facts from the environment and their actions,
planned or executed, through e.g. description logics reasoning and federated querying. With new methodologies
leveraging sub-symbolic reasoning in e.g. neural networks, the knowledge in KGs can also be represented as tensors
in Euclidean space [75], offering an opportunity for hybrid KG-MAS embeddings for various downstream tasks.

Against this background, provenance in multi-agent systems offers a decentralised mechanism to describe the flow
of data leading to a decision, the transformations applied to such data, and the agents responsible for transforming
and communicating data. In multi-agent systems, the problem of explaining a decision, or providing a transparent
account of an outcome, can be seen as a cooperative process between the various agents involved in the system:
agents need to cooperate in order to deliver suitable explanations to the various stakeholders. Research in this area

4Amit Singhal, “Introducing the knowledge graph: things, not strings,” Official google blog 5 (2012): 16
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involves: the design of taxonomies for explanations [12]; the use of provenance as the knowledge representation to
describe the data flowing within agents, and exchanged by agents; and cooperation protocols allowing the delivery
of explanations to the targeted audience, while ensuring that confidential information is not revealed by agents.

In this context of explanation, Brandão and collaborators have been investigating multi-agent path finding (MAPF)
methods [12]. They have been working together with developers and industry users of these methods to understand
what kinds of things may need to be explained, what useful explanations would look like, and what requirements
and design considerations are needed to develop explanation generation algorithms. Brandão has shown that inverse
optimisation is a useful tool for explanation [11], since it allows changes to be found to the original planning problem
that would lead a planner to provide the output that was expected by a user. For example, "agent i does not traverse
location X because there is an obstacle at location Y (if there was no obstacle at Y then agent i would have traversed
X)". How to efficiently do inverse optimisation for explanation in large MAPF problems is still an open challenge.
So far, Brandao has shown that incremental inverse optimisation methods can provide drastic speed-ups [10, 11]
compared to traditional formulations, but at the cost of incompleteness in particular kinds of explanation problems
[10]. Other open challenges in explainable MAS/MAPF include, for example: (i) how to generate explanations for
real-world multi-agent planning methods, such as sub-optimal, incomplete, lifelong and anytime planners used in
warehouse automation and computer games; (ii) how to identify core events responsible for long-term behaviour;
and (iii) how to automatically generate abstractions for explanation at various levels of detail and thus suitable for
various types of user needs.

As this article reveals, at King’s College London the breadth of research into multi-agent systems is extensive. The
paper has focussed on providing an outline of key areas of activity in relation to core elements of the field, while also
pointing to important and relevant related areas of focus. From argumentation and dialogue through protocols for
machine-machine communication and strategic interaction, from norm-based systems through emergent behaviour
in agent-based simulations, and with the addition of knowledge, provenance and explanation, the paper presents a
very significant grouping of researchers. It should be noted, however, that there is even more than represented here
of interest to the multi-agent systems community. For example, among other areas, work on planning by Long and
colleagues addresses (i) centralised planning for multiple agent execution and how to sustain successful execution
in the face of possible plan friction or failure; (ii) signposting commitments — responsibilities that are laid on
each executive in their interactions with the activities of others — including the timing and the precise conditions
required in order for the dependent agents to be able to continue with their own execution. Similarly, the real-world
application of multi-agent systems in various domains (e.g., [15, 48]) is also a key characteristic of wider work at
King’s.
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