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Abstract. The traditional 3-valued semantics of an argumentation framework \((\mathcal{A}, \mathcal{R})\) identifies arguments that are “in”, “out” and “undecided”. Yet, it has long been recognised by the community that some elements can be at different degrees in each of these categories [1,2,3]. For example, Dung’s semantics can only classify some elements as “out”, but cannot reflect how much “out” they really are or if elements are “in” as much as “in” as elements which are not attacked at all?

In this paper we shall use a numerical approach to give a measure of “in”, “out” and “undecided” to the nodes of a network. We shall devise equations which allow for solutions that reflect these distinctions.
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1. Introduction and Preliminary Discussion

Consider the situation depicted in the argumentation network of Figure 1 (L) where we have the set of arguments \(\mathcal{A} = \{A, B, C, X, Y, W, Z\}\) with a relative complex geometrical configuration of attacks. In spite of that, all of the traditional argumentation semantics give the network one single extension, namely \(E = \{X, W, Z\}\). This single extension fails to capture a lot of the information in the network. For instance, it does not distinguish between the accepted argument \(Z\), which has one attack, and the accepted arguments \(X\) and \(W\) which have no attackers and therefore are uncontroversially accepted. From \(E\) and \(\mathcal{A}\), we can also deduce that the nodes \(Y\) and \(A\) are rejected, but this also fails to capture the fact that \(A\) has three attackers (including itself) and therefore is arguably more rejected than \(Y\). The statuses of \(B\) and \(C\) are undecided, but although \(B\) is more attacked than \(C\), the semantics also fails to reflect that. All of these facts can clearly be seen from the geometry of the network, but the traditional three-valued semantics is too coarse to capture them.

Various papers have tried to consider the geometry by looking at a node and the nodes attacking it, and the attackers of these attackers, and so on, until it went back to the top of the network to somehow measure how strongly each node is “in”, “out” or “undecided”. Our own approach is numerical using equations describing the node interactions to be able to naturally reflect numerically these geometrical considerations. What this means in principle is that the object-level instrument of traditional extensions cannot be
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solely used to make the kind of distinctions we want to make about the nodes. We need to resort to external meta-level considerations. A recent brilliant numerical approach to tackle this problem was suggested in [3]. The authors however, do not connect with the traditional extensions. We notice that the **equational approach** for obtaining extensions does give numerical values between 0 and 1 for undecided nodes and these values reflect the degree of undecidability of such nodes [4]. The approach does not distinguish however, between the nodes that are “in” and between the nodes that are “out”. The solution proposed here, which we call the **U-approach using Eq**\textsubscript{inv}, is conceptually very simple. We make all nodes undecided by having an external additional self-attacking node \( U \) attack every node. Solving equations for this augmented network now gives us the degree of “in”, “out” as well as “undecided” whilst still connecting with the traditional extensions as we shall see later in the paper.

To explain the main idea, consider the sub-network on the left of Figure 1 (L), which has the single extension \( \mathcal{E}' = \{X, Z\} \). We would like to say that \( Z \) is more controversially accepted than \( X \) in \( \mathcal{E}' \), because it is attacked by \( Y \) whereas \( X \) has no attackers. Adding a new self-attacking node \( U \), which also attacks every other node in the sub-network gives the network in Figure 1 (C). We then write equations for each node, such as the ones that follow:

\[
2U = 1 - U; \quad X = 1 - U; \quad Y = (1 - U)(1 - X); \quad Z = (1 - U)(1 - Y).
\]

From the figure and solution to the equations, we see that the value of \( U = \frac{1}{2} \) is propagated to every node and moreover that the width and the depth of attacks is naturally reflected in the results, since the factor \( U \) is applied within each chain of attack: once to \( X \), twice to \( Y \) (through \( X \) and through \( Y \) itself) and three times to \( Z \) (twice through \( Y \) and once from \( Z \) itself). These equations have the solution:

\[
U = \frac{1}{2}, \quad X = \frac{1}{4}, \quad Y = \frac{1}{4}, \quad Z = \frac{3}{8}.
\]

From this solution, we have \( X > Z > Y \). In the context of the extension \( \mathcal{E}' \), \( X \) has a higher value than \( Z \) and is therefore more “in” than \( Z \). \( Y \) is attacked by a node in \( \mathcal{E}' \) and is “out”. Applying the same reasoning to the sub-network on the right of Figure 1 (L), we get \( A = \frac{1}{19}, B = \frac{1}{4}, C = \frac{1}{3} \) and \( W = \frac{1}{2} \). The reader will note that \( B \) and \( Y \) will get the same values. This is because the two weaker attackers of \( B \) are counterbalanced by the stronger attacker of \( Y \). Geometrically they are indistinguishable, but a second meta-level criteria, such as the status with respect to the extension \( \mathcal{E} \) can be used. Looking back at \( \mathcal{E} \) for the whole network, we can now distinguish between the arguments in the categories “in”, “out” and “undecided” as follows:

<table>
<thead>
<tr>
<th>More</th>
<th>In</th>
<th>Undecided</th>
<th>Out</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X, W = \frac{1}{4} )</td>
<td>( C = \frac{1}{3} )</td>
<td>( B = \frac{1}{4} )</td>
<td>( Y = \frac{1}{4} )</td>
</tr>
<tr>
<td>( Z = \frac{3}{8} )</td>
<td></td>
<td></td>
<td>( A = \frac{1}{19} )</td>
</tr>
</tbody>
</table>

\(^2\)How to arrive at these equations will be explained in detail later.
Note in the solution above that it makes sense for \( A \) to be more “out” than \( Y \), because it has the three attackers \( W, B \) and itself, and at least one of these is as strong as \( X \). So the calculations take into account the number of attackers as well as their strength.

The rest of the paper is structured as follows: Section 2 provides the background of the equational approach employed in this paper. Section 3 deals with \( U \)-approach using \( Eq_{inv} \) in detail. Section 4 compares our solution with the literature, and we conclude in Section 5.

2. Background

The **equational approach** views an argumentation network \( \langle \mathcal{A}, \mathcal{R} \rangle \) as a mathematical graph generating equations for functions in the unit interval \([0, 1]\). Any solution \( f \) to these equations conceptually corresponds to an extension. Of course, the end result depends on how the equations are generated and we can get different solutions for different equations. Once the equations are fixed, the totality of the solutions to the system of equations is viewed as the totality of extensions via an appropriate mapping. Two equation schema we can possibly use for generating equations are \( Eq_{max} \) and \( Eq_{inv} \) below, where \( f(X) \) is the value of a node \( X \in \mathcal{A} \):

\[
(Eq_{max}) \quad f(X) = 1 - \max_{Y \in Att(X)} \{f(Y)\} \\
(Eq_{inv}) \quad f(X) = \prod_{Y \in Att(X)} (1 - f(Y))
\]

It is easy to see that according to \( Eq_{max} \) the value of any source argument will be 1 (since they have no attackers) and the value of any argument with an attacker with value 1 will be 0. Gabbay has shown that in the case of \( Eq_{max} \) the totality of solutions to the system of equations corresponds to the totality of extensions in Dung’s sense. Let \( \mathcal{N} = \langle \mathcal{A}, \mathcal{R} \rangle \) be an argumentation framework, the following two theorems, whose proofs can be found in [5], show the relationship between the solutions of \( Eq_{inv} \) and extensions of \( \mathcal{N} \).

**Theorem 2.1** (Theorem 2.2 in [5]) Every solution \( f \) of \( Eq_{inv} \) equations written for an argumentation framework \( \mathcal{N} \) yields a complete extension for \( \mathcal{N} \).

**Theorem 2.2** (Theorem 2.3 in [5]) Every preferred extension of an argumentation framework \( \mathcal{N} \) can be obtained from a solution \( f \) of \( Eq_{inv} \) equations written for \( \mathcal{N} \).

In general terms, the following correspondence will relate a solution \( f \) with the traditional semantics: \( f(X) = 1 \Leftrightarrow X \) is “in”; \( f(X) = 0 \Leftrightarrow X \) is “out”; and \( 0 < f(X) < 1 \Leftrightarrow X \) is “undecided”.

3. The \( U \)-approach using \( Eq_{inv} \)

We now ask what equation schema is more appropriate to capture the geometry of a network? \( Eq_{max} \) will disregard all but the attacks with maximum value, so it is not ideal. If we think in terms of probability, we want the values obtained as solutions to the equations to reflect the probability of being “in”. Thus, 1 is definitely “in” and 0 is definitely not “in”, i.e., definitely “out”. \( \frac{1}{2} \) is right in the middle of “in” and “out” and hence means definitely “undecided”. Following this reasoning, now consider Figure 1 (R). We ask what is the probability that \( T \) is “in”? \( T \) is “in”, if both \( U_1 \) and \( U_2 \) are “out” (i.e., if both have value 0). So it is the product of the probability of each \( U_i \) being “out”, which is
the product \((1 - U_1) \times (1 - U_2)\). This motivates the use of the product operation in our computations (i.e., via \(Eq_{inv}\)).

An admirable discussion of these issues by Cayrol and Lagasquie-Schiex can be found in [6]. We would like to use \(Eq_{inv}\) in a way that responds to these intuitions, without resorting to all kinds of meta-level geometrical analyses and distinctions. However, if we simply use \(Eq_{inv}\) we would not be able to distinguish the nodes in the categories “in” and “out”\(^3\) so our idea is to make every node “undecided” in a uniform way thus allowing for a larger spread of values in all categories.

So given \(\langle \mathcal{A}, \mathcal{R} \rangle\), we move to \(\langle \mathcal{A}_U, \mathcal{R}_U \rangle\) with a new node \(U\) making all nodes in \(\mathcal{A}\) “undecided”. The relative values in solving \(Eq_{inv}\) for \(\langle \mathcal{A}_U, \mathcal{R}_U \rangle\) give the relative strength of all nodes in \(\langle \mathcal{A}, \mathcal{R} \rangle\)\(^4\) So for any extension \(\mathcal{E}\) of \(\mathcal{A}\) and any \(X, Y \in \mathcal{E}\) both are “in” in \(\langle \mathcal{A}, \mathcal{R} \rangle\) but they are undecided in \(\langle \mathcal{A}_U, \mathcal{R}_U \rangle\) and may have different values in a solution \(f\) to the \(Eq_{inv}\) equations of \(\langle \mathcal{A}_U, \mathcal{R}_U \rangle\). These different values will give us an indication of how much “in” \(X, Y\) are in \(\mathcal{E}\) (and similarly for nodes that are “out” or “undecided”).

**Definition 3.1** Let \(f : \mathcal{A} \rightarrow [0, 1]\) be an assignment of values to elements of \(\mathcal{A}\). We define the sets \(in(f) = \{X \in \mathcal{A} \mid f(X) = 1\}\) and \(out(f) = \{X \in \mathcal{A} \mid f(X) = 0\}\).

**Definition 3.2** (U-Augmentation of an Argumentation Framework) The \(U\)-augmentation of the argumentation network \(\langle \mathcal{A}, \mathcal{R} \rangle\) is the network \(\langle \mathcal{A}_U, \mathcal{R}_U \rangle\), where \(U \notin \mathcal{A}\), \(\mathcal{A}_U = \mathcal{A} \cup \{U\}\) and \(\mathcal{R}_U = \mathcal{R} \cup \{(U, U)\} \cup \{U \times \mathcal{A}\}\).

The relative degree of membership of each node in the categories “in”, “out” and “undecided” is defined as follows.

**Definition 3.3** (Numerical evaluation of the degree of “in”, “out”, and “undecided” in abstract argumentation frameworks) Let \(\mathcal{N} = \langle \mathcal{A}, \mathcal{R} \rangle\) be a network and \(\mathcal{N}_U\) its \(U\)-augmentation. Let \(\mathcal{E}\) be an extension for \(\mathcal{N}\). Let \(f\) be a solution to the \(Eq_{inv}\) equations for \(\mathcal{N}_U\). Let \(\leq_f\) be an ordering on \(\mathcal{A}\) defined by \(X \leq_f Y\) if \(f(X) \leq f(Y)\). Then \(\leq\) induces an ordering on the sets \(IN = \mathcal{E}\) (“in”); \(OUT = \{X \in \mathcal{A} \mid \exists Y \in \mathcal{E} \text{ such that } (Y, X) \in \mathcal{R}\}\) (“out”); and \(UND = \mathcal{A} \setminus (\mathcal{E} \cup OUT)\) (“undecided”), giving a degree scale in each category.

Note that Definition 3.3 offers a geometrical ranking of the nodes in a network \((\leq_f)\) which is independent of the notion of extension but can be used in conjunction with an extension to distinguish the nodes in the categories “in”, “out” and “undecided” with respect to that extension.

**Remark 3.1** It should be clear that if the network \(\mathcal{N} = \langle \mathcal{A}, \mathcal{R} \rangle\) is acyclic, then a solution to the system of \(Eq_{inv}\) equations to the \(U\)-augmentation of \(\mathcal{N}\) exists and is unique. To see this, we simply order the equations in ascending order of the longest chain of attack of each node and solve them in this order. \(U\) will solve to \(\frac{1}{2}\) as well as every source node in \(\mathcal{N}\). We then propagate these values until all node values are calculated. This will form the unique solution \(f\).

---

\(^3\)In light of Theorem 2.2, all nodes in a preferred extension have value 1 and all nodes attacked by the extension have value 0.

\(^4\)As nicely put by one of the reviewers of this paper, this hypothetical node \(U\) could represent an unforeseen future argument attacking all nodes.
In the general case, we believe the solution $f$ of Definition 3.3 exists and is unique. Empirical results also suggest this. The proof would be similar to the proof of uniqueness in [3], but it has to be written down fully to confirm. Note that because of the introduction of the new node $U$, all equations involved become contractions.

We now show a number of properties of the solutions to the system of equations. The first one has to do with the upper bound of the value of a node and the second one with the effect of attacks on nodes.

**Proposition 3.1** Let $\mathcal{N} = \langle \mathcal{A}, \mathcal{R} \rangle$ be an argumentation network and $f$ a solution to the $Eq_{\text{inv}}$ equations written for the $U$-augmentation of $\mathcal{N}$. For all $A \in \mathcal{A}$, $f(A) \leq \frac{1}{2}$.

The above proposition shows that 1) $\frac{1}{2}$ is the upper bound for the values of a $U$-augmented network; and 2) source nodes get maximum value, i.e., $\frac{1}{2}$. It is also easy to see that the values of nodes decrease proportionally to the number of attackers. In particular:

**Proposition 3.2** Let $\mathcal{N} = \langle \mathcal{A}, \mathcal{R} \rangle$ be an argumentation network and $f$ a solution to the $Eq_{\text{inv}}$ equations written for the $U$-augmentation of $\mathcal{N}$. Let $X, Y \in \mathcal{A}$, such that $\text{Att}(X) \subseteq \text{Att}(Y)$, then $f(Y) \leq f(X)$.

**Proposition 3.3** Let $\mathcal{N} = \langle \mathcal{A}, \mathcal{R} \rangle$ be a finite argumentation network and $f$ a solution to the $Eq_{\text{inv}}$ equations written for the $U$-augmentation of $\mathcal{N}$. Take $X \in \mathcal{A}$ and let $|\text{Att}(X)| = k$. Then $f(X) \geq \frac{1}{2}k$.

4. Comparisons with Other Work

We start our comparisons with the approach in [3] in which the relative strengths of arguments in a graph are indirectly calculated in terms of the relative burden number of these arguments. Essentially, this technique assigns a unique rank to every node which can be compared with the relative ranking our geometrical interpretation gives:

**Definition 4.1** ($s_\alpha$, [3]) Let $\alpha \in (0, +\infty)$ and $\mathcal{F} = \langle \mathcal{A}, \mathcal{R} \rangle$ be an argumentation graph. We define the function $s_\alpha$ as follows: $s_\alpha : \mathcal{A} \mapsto [1, +\infty)$ such that $\forall a \in \mathcal{A}$,

$$s_\alpha(a) = 1 + \left( \sum_{b \in \text{Att}(a)} \frac{1}{s_\alpha(b)} \right)^{\frac{1}{\alpha}}$$

If $\text{Att}(a) = \emptyset$, then $s_\alpha(a) = 1$. $s_\alpha(a)$ is called the burden number of $a$.

It is easy to see that, as is the case in our technique, the value of $s_\alpha$ takes into account both the number of attackers of an argument as well as the relative strength of these attackers. An argument with a small burden number is deemed more acceptable than an argument with a greater burden providing what was called a compensation-based semantics.

In order to compare the results we will use the sample networks in Figure 2 taken from [3]. The computed $s_\alpha$ values for $\alpha = 1$ of all nodes in the networks are given in Table 1 along with the solutions for the $U$-augmentation of the networks.

It is easy to see that although the values differ, the rankings of arguments in networks $N_1, N_2, N_3$ and $N_5$ are exactly the same. However, in network $N_4$, compensation-based semantics fails to distinguish between arguments $P, Q$ and $A$ when $\alpha = 1$, whereas our formalism considers $P$ and $Q$ equivalent but strictly weaker than $A$ (remember $P$ are $Q$
are both “out” whereas A is “in” in any traditional semantics). We argue that in $N_4$ A should be more acceptable than both $P$ and $Q$, because although it has two attackers, these are both defeated by $T$. Note that in theirs and ours we still obtain that A is less acceptable than $T$ itself, as expected. In general, we get the following values for the nodes in $N_4$ in the compensation-based semantics: $s_\alpha(T) = 1$, $s_\alpha(P) = s_\alpha(Q) = 2$ (for $\alpha \geq 1$); and $s_\alpha(A) = 2$, if $\alpha = 1$; and $1 \leq s_\alpha(A) < 2$, if $\alpha > 1$. This shows that within the single network $N_4$ we can get different rankings for $A$, $P$ and $Q$ depending on the value of $\alpha$ used. The idea behind this is to fine-tune “the influence of the quality of the attackers”. This has two main problems. 1) It is difficult to know in advance which value of $\alpha$ to use. Consider the network $N_6$ formed by the aggregation of $N_1$ and $N_5$ (this is network $\mathcal{F}_4$ in [3]). In $N_6$ as well, the relative acceptability ranking between $A$ and $B$ will vary depending on the value of $\alpha$ chosen. 2) Fixing the relative ranking of some nodes by employing a certain value of $\alpha$ may inadvertently cause the ranking of other nodes to change. In $N_4$, if $\alpha > 1$, then again our formalism and theirs will agree on the ranking of all arguments in $N_4$ except in the limit $\alpha \to \infty$. We argue that it is simpler to adjust the impact attacks have on the values of the nodes according to the application via the equation approach, because we can separate out the necessary components via an appropriate equation schema. In the case of $Eq_{inv}$ there are two separate components dealing with attacks: the complement-to-1 function (for attack itself) and product (for their aggregation). More sophisticated $t$-norms can be used instead of product. In Definition 4.1 the two components are intertwined.

In [6], Cayrol and Lagasquie-Schiex propose two approaches to evaluate the value of an argument based solely on the attack relation of the argumentation framework to which it belongs. The first approach calculates the value of an argument using only the values of its direct attackers and is called local; the second approach takes into account the set of all ancestors of the argument in the attack relation and is called global.$^6$ In the local approach, the value $v(X)$ of an argument $X$ is obtained via the composition of two functions $h$ and $g$: $h$ calculates the value of each attacker of $X$; and $g$ com-

---

Table 1. Summary of comparison with compensation-based semantics rankings [3].

<table>
<thead>
<tr>
<th>$N_1$:</th>
<th>$P$</th>
<th>$A$</th>
<th>$N_2$:</th>
<th>$Q$</th>
<th>$R$</th>
<th>$S$</th>
<th>$N_3$:</th>
<th>$P$</th>
<th>$B$</th>
<th>$A$</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 1$</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$U(\frac{1}{2})$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>$N_4$:</td>
<td>$T$</td>
<td>$A$</td>
<td>$P$</td>
<td>$Q$</td>
<td>$N_5$:</td>
<td>$X$</td>
<td>$Y$</td>
<td>$Z$</td>
<td>$R$</td>
<td>$S$</td>
<td>$T$</td>
</tr>
<tr>
<td>$\alpha = 1$</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$U(\frac{1}{2})$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{9}{27}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
</tr>
</tbody>
</table>
putes the effect on $X$ of the aggregation of the attacks on it. The values of the nodes as calculated by the schema $Eq_{inv}$ can be seen as a local valuation of the nodes in the same way as Besnard and Hunter’s $h$-categoriser valuation [7]. In our case, the function $h$ is the complement to 1 and $g$ is half of the product of the attacks.

In [8], Modgil and Grossi proposed a framework to take into account the degree of justification of the arguments of an argumentation framework. The central idea is the notion of graded defense which counts the number of attackers and defenders of a node. This is used to define graded extensions, which are parametrised by two integers $m$ for attacks and $n$ for defenders, and in essence select arguments with a particular configuration of attackers and defenders. So the motivation is the same, but the approach is completely different to ours.

Finally, in [9], Thimm and Kern-Isberner propose a stratified semantics, which assigns different ranks for the arguments of a network. The ranks are constructed by successively taking the accepted arguments of a network according to a given semantics, assigning them a rank, then considering the network resulting from the removal of such nodes and then re-calculating the nodes in the next rank until all nodes are ranked. This fails to distinguish between the accepted arguments in each rank, but agrees in spirit with our treatment of extensions in that it follows the directionality of attacks.

5. Conclusions, Discussion and Future Work

Given a network $\langle \mathcal{A}, \mathcal{R} \rangle$ and a complete extension $E \subseteq \mathcal{A}$, our objective was to provide a ranking of the arguments in $\mathcal{A}$ given $E$ taking into account the geometry of $\langle \mathcal{A}, \mathcal{R} \rangle$.

We offered a solution to the following meta-level problem $\Pi$: given an argumentation network $\langle \mathcal{A}, \mathcal{R} \rangle$, we note that some nodes are geometrically attacked more than others or are more “loopy” than others. Can we make this observation more quantitative? Our solution used the equational approach in an augmented network with set of nodes $\mathcal{A}^* = \mathcal{A} \cup \{U\}$.

We now discuss the methodological aspect of our solution. The problem $\Pi$ above is a special case of a general problem: given an object-level system $\mathcal{S}$ and a meta-level property $P$ of $\mathcal{S}$ how can we express/discuss/quantify this property for $\mathcal{S}$?

There are two ways: 1) Construct a meta-level system $P(\mathcal{S})$ to describe/discuss $P$; and 2) Construct a new system $\mathcal{S}'$ out of $\mathcal{S}$, and within $\mathcal{S}'$, the property $P$ can be highlighted. Method 2) is better for the following reasons. It is simpler, using the same machinery used in $\mathcal{S}$. It is also more robust. If we modify, generalise or apply $\mathcal{S}$, we do the same for $\mathcal{S}'$ and thus carry the results for the property $P$. If we use $P(\mathcal{S})$ we may not know what to do for $P(\mathcal{S}')$.

Our approach followed method 2) above. $\mathcal{S}'$ is simply our $U$-augmented network and we use for $\mathcal{S}'$ the same machinery for finding extensions that we use for $\mathcal{S}$.

Bearing the above considerations in mind, let us summarise what we did. We know that the solutions to classes of equations written for an argumentation framework have a correspondence with the set of extensions of that network. In the case of the equation schema $Eq_{max}$ the totality of the solutions to the system of equations corresponds to the totality of complete extensions of the network. In the case of the schema $Eq_{inv}$, the solutions only yield preferred extensions. However, for the quantitative measurement of attack we wanted to consider in this paper, $Eq_{inv}$ has a significant advantage over $Eq_{max}$, because $Eq_{max}$ simply takes the maximum value of the attacks, whereas $Eq_{inv}$ provides a number reflecting the effect of the aggregation of all attacks on a node.
Because of $\text{Eq}_{\text{inv}}$’s correspondence with the class of preferred extensions, we cannot simply use it directly, since it will neither differentiate between the nodes in a preferred extension (i.e., the ones with value 1) nor will it differentiate between the nodes attacked by a node in the extension (i.e., the ones with value 0). $\text{Eq}_{\text{inv}}$ will however differentiate between the nodes in the “undecided” range. So our simple solution is to force all nodes into the “undecided” range and then use the relative ranking of the nodes thus obtained to distinguish between the nodes given the original extension. Conceptually, this can be done simply by considering a modified network with a new undecided node attacking all original nodes. Mathematically, this can be seen as yielding a new schema of equations, call it, $\text{Eq}_{\text{deg}}$ such that the value of a node $X$ is defined as $f(X) = \varepsilon \times \prod_{Y \in \text{Att}(X)} (1 - f(Y))$.

We took $\varepsilon$ to be $\frac{1}{2}$. This is not simply the same as multiplying a solution to $\text{Eq}_{\text{inv}}$ by $\varepsilon = \frac{1}{2}$. This is indeed a new class of equations. The reader might then ask why $\varepsilon = \frac{1}{2}$? Conceptually, it makes sense to use $\frac{1}{2}$ as it is arguably the most “undecided” value and given its connection with the $U$-augmentation it is what a node with a single self-attack resolves to. Some further comparisons with other work on ranking semantics (e.g., \cite{10,11,12}) as well as the effects of using different values of $\varepsilon \in (0, 1)$ is left for a full version of this paper.
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