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Abstract: We argue for network slicing as an efficient solutieat addressebe diverse requirements of 5G mobile netwptkas provid-
ing the necessary flexibility and scalability associated with future network implement&tiersdaborate on the challengesttemerge when
we design 5G networks based metwork slicing We focus on the architecturdpects associated with the coexistence of dedicated as well as
shared slices in the netwolk. particular we analyze the realization optionsadfiexible radicaccess netwonkith focuson network slicing and
their impact on the design of G8obile networksln addition to the technical study, this paper provaeivestigation of the revenue potential
of network slicing, where thapplicationsthat originate fom such concept and the profit capabilities from the network operatorOs perspective
are put forward.

Index Term$\ Dedicated slices, multionnectivity, networKexibility, network scalabilityslicing multiplexing, slicing reve-
nue.

[. INTRODUCTION

Future mobile networks will be subject to a manifold of techracal servicaequirements with respect to
throughput, latency, reliability, availability, as well as operational requirements such as-effiergycy

and costefficiency. These requiremergtem from an increasing diversity of services carried by the mobile
network as well as novel application areas [aslmdustry 4.0, vehicular communication, or smart gimd
order to provide costand energyefficient solutions, it is necessary to avaidargely segmented solution
spacewith deployments oindividual mobile networlsolutionsfor each use case. Hence, there is the need
for a flexibleandscalable mobile networR.hereby flexibility and scalabilitygo hand in hand andake sure
that themobile network catbe appropriately adoptto the network environment of a particular use case,
e.g, available bandwidth, transport network, or access point dergitthermorethe actual quantitative
technical requirements may differ significantlyg.ewhile packeterror rates of0* are acceptable in a mo-
bile broadband system, industrial use cases regigraficantly lowerpacketandframeerror ratesin par-
ticular if latency constraints must be njief

Al Definition of Network Slices

In order to cope with the above requirements, the concept of network slicing has been proposed as a m
for providing better resource isolation and increasatistical multiplexind2]. The Next Generation Mobile
Network Alliance (NGMN) defines network slicing asancept for running multiple logical networks as
independent business operations on a common physical infrastr{@fuEsach network slice represents an
independent virtualizeehd-to-end networkand allows operatoit® run different deployments based on dif-
ferent architectures in parallel. In the following, the tewtwork slicaefers to a specific instance of such a
logical network (instantiated according to a pre-definednetwork slice blueprint

A network sliceas logical endo-end construct is setfontained, having customized functions including also
those in the user equipment (UE), arsthgnetwork function chains for delivering services to a given group
of devices. Employing network slicing in 5G netwosksgenders number of challenges, in part due to
difficulties in virtualizing and apportioning the Radio Access Network (RAN) into different slices, as dis-
cussed in thensuingsubsection.



B.! DesignChallenges

In the following,we provideadetailedexplanatiorof thepotential challengesssociated with the implemen-
tation of network slicing in future networks.

Granularity constraintsin spectrum andradio-level resource sharingUnlike fixed network slices which
canbe scalal up by adding more hardave resources, RAN slicing quickly runs intplaysicalconstraint:
The limited availability of spectrunThis limitation isdeteriorated ifledicated carrierare assignetb indi-
vidual slicessincesuch approach does not leverage the networkOs potentialltiplexinggains

Radio Access TechnologyRAT) heterogeneityand spatial diversity: It is expected that 5G wilhcorpo-
rate several kinds dRATs andair interfaces, each with different capabiliteesd needsGeneralpurpose
infrastructure providers will need tarefully plan andpply different technologies teervediversetenant
needs. Yetit may be infeasible to satisfy the neefieachapplicationat any locationFor instanceT actile
Internetmay requie careful positioning afesources to minimize latenciyn another exampl@n Industrial
control network mighthaveto use a certain computational resource in a given location for security reasons

Managing information exposureand sharing constraints Different flavors of network slices can de-
fined based othe extent of network elements that are shared,veéhgther only the PHY is shared, whether
the MAC layer issharedpr evenwhetherthe complete RAN is share@ihe more the informatn that can
be provided by thenfrastructureabout the shared patts the network slice, the moedficient the slice can
be operatedHowever, exposing information also creates pexential security vulnerabilitigsetween in-
frastructureprovides andtheir clients (also known a®tenants2]), as well ashetweertenans themselves
Securityrequirement®f specific tenant applicationsuchastraffic associateavith emergency serviceer
machine control (e.g., remote surgeryelnicular control), could putconstraints on how the slices are parti-
tioned,or evenpreventnetwork slices t@o-exist andhusshare the same hardware at all.

Transparency of network slicing A major question is whetherslice can beextenekd all the way to the
UE. That iswhether the definition of the slice will be transpatrto the UE, or whiker the UE will be aware
of the network slice. A slicingware UEmayopen up new possibilitieg.g., a simplification of mukslice
connectivity However it also creates new challenges for network slieags,UE mobility may need to be
handled by the slice provider as part of the slice setup and maintenance.

Network slice requestsbrokerage: Network slicing in 5G networks enables a new ecosystem in which
different tenants issue requestsatunfrastructure providefor acquiringnetwork slices. Since spectrum is

a scarce resource for which overprovisioning is not possible, applying an ©abeaptO strategy for all
incomingrequests is not feasible. This calls for novel algorithms and soluti@atiscae network resources
among different tenants, allowing an infrastructure provider to accept or reject network slice requests w
theobjedive of maximizingthe overall utility.

C.! Network Slicing Applications and Profitability

This section highlights the major applications where the slicing concept is expected to play a key role
future networks, along with a profitability assessment astbeengh the lens of the operator.

1)! Slicing ApplicationsSmart Factory and the Tactile Internet

Two exemplary applications for network slicing are Osmart factoryO industrial communications and the O
tile Internetdrror! Reference source not found. In both cases, wireless communication conveys force (or
OkinaestheticO) information to a client, and in the Tactile Internet case especially touch sensations suc
texture might be conveyed. The pase of these applications is to achieve the touching or manipulation of
remote real or virtual objects by a human or machine. If kinaesthetic information is conveyed to a machi
client, the latency requirement might correspond to the challenging 1n@. iRds human clients, this is
relaxed to around 5ms, or more than 100ms for tactile information alone conveyed to humans. Both appli
tions also require extremely high reliability and security requirements, noting the rassical character-
istics assaated with them.
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Network slicing can address the latency, reliability and security requirements of these applications. Referr
to the remote surgery example showirigurel, virtualization allows the instantiation of network elements
at appropriate locations for the communication to proceed as close to a direct path as pedsdig
propagation delay hence latency. The instantiation of virtualized eleroegstively forming network
slices allows multiple instances of such applications to viably share available computational and other
sourceendto-end, making virtualization viable from a management point of view. Slicing also assists reli
ability throudh the reservation of hardware and other resources as distinct slieasn some cases poten-
tially down to spectrum resources. Security can benefit through slicing, e.g., tenant isolation and Osandt
ingO capabilitiedzurthermore, slices may only be ogied locally within a factory in order to ensure data
privacy while its operation is coordinated with slices operated by public MNOs offering Internet services «
specific network functionality such as mobility management.
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Figure 1: Virtualized edge network slices achieving a more direct path compared with (fixed) network elements in a Tac-
tile Internet remote surgical operation example.

2)! Slicing as a Means to Increase Network Revenue

Beside the flexibilities provided by networkcing, it is also important to demonstrate the economic profit
of applying network slicing from the MNOOs perspective. The cost in terms of Capital Expenditurt
(CAPEX) and operation expenses (OPEX) of a network is often much higher in comparisoretetiue r
expected by the operatof@Bnereason for low revenue is underutilization of the network. According to the
KPI requirements, different use cases may have highly specified resource demands. Nevertheless, in the
rent framework, the operator can pprovide the network with an unspecified resource bundle for general
utilization. Hence, most of the resources are often reserved for use cases with only slight demands on tr
and are thus wasted. With network slicing, the MNOs are able to efficierlyza the operational cost and
revenue generated from the respective slice. According to the analysis, they can difiecate network
resource bundles to different slices, which makes the resource management much more structured, flex
and efficent. As a result, the very same network can be utilized to seamlessly provide more and better ¢
vices, i.e,generate more revenue without any increase in CAPEX.

Moreover, concepts such as cooperative slicing andaperator network sharing can bei@éntly imple-
mented by optimizing theetworkcost model for increasing the overall revenue, and simultaneously provid-
ing network scalability. For example, the sliced network of an opehasoserving several services and still
has few resources unugéd. Hence, the network can implement another slicedhairedess resourcdsut
morecoveragerea, and might belong to another operBtorhe moderated approach of implementing slic-
ing is beneficial for both the operators for providing more serwigg®ut increasing CAPEX while simul-
taneously generating revenue from the unutilized resoudeese, the network provider needs a new algo-
rithm, e.g.,based on a thresheotdle, that allows him to decide whether to accept or reject an incoming
network $ice request while maximizing its revenue.



D.! Related Work

A simplified network slice concept has besdnaustively studieth the literature, wherein dedicated portion
of RAN elements are fully reserved to particular services suchas an Oisolated sliGe However, with the
advent of advanced network virtualization techniques, the notion of nesiorkg in 5G has evolved to
more flexible sharing, aimintp attain a significant multiplexing gain while still guaranteeing isolation and
separationThe Network Virtualization Substrate (NVSyas introduced ifi2], allowing the infrastructure
provider to control the resource allocation towards each virtual instanoeedfabefore each virtual oper-
ator customizes scheduling within the allocated resouhcgS], relevant technologies for network slicing
are discussed with patilar focus on synchronous functions, e.g., rdiliensional resource management,
dynamic traffic steering, and resource abstraction. A particular architecture for network slicing has be
introduced and discussed time context of the SGIORMA project[6]. Anothernetwork slicing solution
considering a gatewayased approachiiustratedin [7], whereina controller provides applicatiesriented
resource abstraction tife underlying RANA capacity broker for slice resources has been introduced firstly
by the 3 Generation Partner Project (3GPP) and extensivelgvaluatedn [8] by enablingthe on-demand
slice resource allocatiariThe infrastructure provideanstantiate a network slice by allocating specifie-
sources t@mobile virtual network operatoMVNO), service providetsaand vertical segments for a speci-
fied time duration. A study that explores the different options of network sharing based orabzeedntr
broker isprovidedin [9] considering mobility mearfsr re-direcing users to other netwoskspectrum trans-

fer policies and the application akesource virtualizatiarFinally, [10] discussea dynamic slicing scheme
that flexibly schedules radio resources based on the requgesteceLevel Agreement (SLA), while max-
imizing the user ratand applying fairness criteria.

E.! Our Contribution

This workelaborates on thieindamental pillaréor anefficient utilization of the concept of network slicing

in mobile networksbased on the mobile network architecture framework investigated in the research project

5G NORMA [5]. Particular focus is put on thmsicarchitectural principles for accommodating network
slicing in the 5G ecosysteas well as on RAN and core network (CN) aspects. In ¢igiard, waunderline

the key elements that enalihe coexistence of dedicated and shared slices within a common network arch
tecture, and elaborate on the implementation ohtt®n ofnetwork slicingin the RANandin CN, putting
particular emphasisndhe concept oSoftware Defined Mobile network Control (SDMC)

[1.! MOBILE NETWORK SLICING ARCHITECTURE

A. Dedicated and shareslbslices

Network slices operate on top of a partially shared infrastructure, which is composed of generic hardwi
resources such dgetwork Function Virtualization Infrastructur@&liFVI1) resources, as well as dedicated
hardware such as network elements in the RAN. Network functions running on NFVI resources (referred to
asvirtual network functions ¥YNFs)) are typically instantiated in a customized manner for each network
slice However this approach cannot be appliech&twork functionsNFs) relying on dedicatedardware.
Therefore, a key issue for network slicing is idghentification anddesign of commomFs, which are either
physical or virtual anevhich have to be shared by multiple etzdend slices.

Examples for common NFs include distributed, monolithicB=N\or the radio scheduler in the RAN domain.

In the CN domain, candidates for shared VNF instances intlodee Subscribe Served§S or mobility
management. Generally, three solution groups are discussed with varying levels of common funationality
3GFP standardEL1]: Group A is characterized by a common RAN and completely dedicatetidedyi.c.,
independent subscription, session, amability management fagach network slice handling the UGroup

B also assumes a common RAMhereidentity, subscriptionand mobility managemeatecommonacross

all network slices, while other functions such as sessianagementeside in individual network slices
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Group C assumes a completely shared RAN and a commao@hl plangewhile CN user planes belong
to dedicated slices.

In line with the above grouping considered by 3GPH, the framework of the 5G NORMA proje[§]
introduesdedicated network functions, which together form a dedicateglsigband are controlled by the
Software DefinedMobile network Controller (SDMC). As illustrated inFigure2, shared network functions
are aggregated in common ssiizes that are controlled lige SDM Coordinatoi(SDM-X), reflecting the
fact that these functions have to coordinate and, if necessary, prioritiQedhty of Service QoS require-
ments of multiple slices
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Figure 2: Combining dedicated and shared sutslicesto form e2e mobile network instances

B.! Endto-end network slicing: Common and dedicated netvionktions

When sharindNFsand resourcgbetween distinct network slices, a central entity in charge of managing and
controlling the process neededi.e.,the SDMX. This entity ensure® attain high resource efficiency while
guaranteeingndividual SLAs. Based on th&&DMC paradigm this entityresides on the common control
layer, it also includesNFs either virtual or physicathat the network slices rely on. While a fixed splitting

of commonNFs (and resourcesimplifies the network management and operatiomay lead to an ineffi-
cient network utilization. Conversely, dynamic adjustments of common resources might bring multiplexing

gains atheexpense of less determinismHence, the main objective of the SMOis to properlyadminister
thetradeoff between flexible and static resource assignménttaking into account sharing policies set by
the service provider.

Let us consider the system spectrum as a shared resourcegp@divided into several resource bloolRB9))

fully managed by the SDM. The flexibility introducedby the SDMX enables dynamic and shderm
scheduling decisions basedon slice requirements. Specificalljiet SDMX facilitatesa OmaskedO view of
the shared resourceg@aowards the network slices. The resource mask is defined as a group of physical RE
dynamically assigned to each network slice. The advantage of such solution relies on tixechBihhel
monitoring phase and dhe subsequent dynamic adjustment of slice resource masks, needed to cope w
the fast channel dynamics. In a miiéihancy contexts], a dedicated resource scheduler per tenant may be
directly connectedo the SDMX interface, acting asnaSDN application. The schedulasesthe slice re-
source mask anappliesits own schedling policies while preserving slice isolation constraints. The SDM
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X plays a key role imssigningpriority to network slices: Different objective functions can be dynamically
implemented in order to achieve fairness, maximize spectral efficiency,iagdteninterference.

[1I.! IMPLEMENTATION OF RAN AND CN SLICING

A. Realization of Network Slicing in CN and RAN

Figure3 illustrates how RAN slicing can be realized such that existing and wetproven principles of radio
access are utilizedh this regard, theetworkslice selection functioNS-SF), which is part of the SDMK
concept (c.fFigure?2), is responsible for selecting the appropriate slice per iseddition, it configures
the RAN-CN interface such that the contianhd usemplane traffic is routed to the accordingly configured
functional elements in th€N slice. Theuserplaneanchor UP-Anchor) is responsible for distributirige
traffic according to the configured slice policy, and for encryption with-sip@eific security keys.
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Figure 3: Multi -connectivity anchor BDThe interface between Mtwork slicing and RAN

Radio resource management and control in the base satidicorrespondingly in the UE if several slices
are configureds responsible for configuring the RAN protocol stack and QoS according toddbeeglilire-
ments. For example, for a slice with high throughput requirements, radio bearers are configured to supf
multi-connectivity MC), e.g., similar to the split bearer approach as in Hiid connectivity or in the equiv-
alent in 5G For slices with lowatencyand high robustnesequirementsower frame error rates as well as
multi-point diversitytechniques may be utilized.

In the example illustrated iRigure 3, the radio flomn network slice Awhich could corespond to a radio
bearer in LTEjs configured with two radio connections, whiletworkslice B is configured with only one
connection according to the provided policy configuratio summarynetworkslicing can be realized by
appropriate mapping control and configuration of radio network functions without changing fundament:
paradigms of th&AN.

B.! Multiplexing network slices in RAN

The RANIs a typical example of a shared network function controlled by a single authority, where spectru
is shared amongst mobile virtual netwarkdservice operatorgigure4 illustrates an examplaf a common
spectrum shared lifireenetwork slices, each with ownMRI andCN part Thelayer2 Controkplaneis split

into cell related functions which acemmonto all slices andsession ouserspecificradio resourceontrol
(RRQ). Depending on the underlyirggervice RRC canconfigure and tailothe Userplane protocol stack.

For examplefor a slice supportingpw delayservices IP and related Header Compression (k&) not be
used, andRLC can be configurenh transparenimode In contrast for services requiring QoE and excellent
QoS IP as well asacknowledged RL@nust be initiatedin addition therewould bethe possibility tochain
proprietary andperator specific functionsithin a network sliceln this regard the intra-slice application
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schedulefwhich prioritizes sessions within the related sljde chained in RAN slice Jwhile theinter-slice
radioschedulefwhich schedules different slicagsidesn the commorRAN part(c.f. Figure4) and makes

use of multiservice scheduling capabilitiddulti-service scheduling is part of a flexible RAN and provides
the capabilities to differentiate traffic classes tnassign resources according to QoS requirements. Hence,
service flows from different slices can be individually treated, e.qg., flexible numerologies can be used to ful
QoS constraints and even segpersistently reserved resources for deterministici¢regfjuirements.
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Figure 4: Example of common spectrum shared by multiple slices

It is worth mentioning that, although the higher RAN layers can be configured to operate irspestifie
moderelatively easy, this is not the case fdhe lower-layerradio interfaceln contrast to current 3GPP
LTE, where radio slices are represented by new variants of 3GPP shNenrasbandlOT (NB-10T), 5G
requireghe inherent coexistencé diverseservies Hence|n contrasto 4G LTEwhereadding a new radio
slice requires modification to the legacy LTE radieg new radio proposed f6( is designed to be forward
compatiblegl11], among others by utilizing new radio framing and protociiés means thdtiture addition
of newservices and thusidio sliceswill not require changes in theG radio framework.

In a similar context, it is worth pointing out theénhew radio framingnvolvesthe secalled OtilingO concept
[11]. That is time and frequency resources of the new 5G raditilaceso thait canbe allocated fothe
needs of certain slices with given requirements. An illustration of the tiling concept is provielgdrieb.
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Figure 5: The radio tiling concept proposed for 5G radio with network slicing

C.I Exemplary architecture with shared RAN slices

An exemplary architecture with shared RAN slices is presentéidume &), which shows how the different
aspect may integrate, based on three options [13]:

1)! Error! Reference source not foundThe firstoption (Option } shows two network slices where
eachslice carries two different services. Each slice may berajed by a different mobile network
operator (MNO). Furthermore, for each slice an individual RAN protocol stack is implemented dowi
to the upper part of the physical layer. Only the lower pahephysical layer is sharedross slices
Themultiplexed access tohe transponder part of the physical lay@iHY-TP) is coordinated by the
SDM-X which makes use of flexible and efficient radio resource managdéonentpporting different
numerologies within the same spectrime could think oDption 1as mplementing all usespe-
cific functions such as forward error correction encoding, layer mapping and precoding in an indivic
ual fashion, whilél' P-specific functionality such as transmission of syncteation and celspecific
reference signals are shared.

2)! Option 2depictsagain two network slices from two operators. Compared to the previous example
each slice uses an individual implementation of sesspeific functionality such as PDCP, RLC,
and slicespecific RRC. In addition, the tenant may implement a customized QoS scheduling to pe
form prescheduling. The access to the MAC layer is then otett by the SDMX where resource
fairness across tenants and QoS guarantees corresponding to individual SLAs must be met. Furt|

more, resource isolation must be provided to alleviateedidets.

3)! Option 3illustratesthe case of two operators using f#aene RAN as shared resource, i.e., the SDM
X is the interface between CN an@dR. In this example, no custonaizon of radio resource man-

agement beyond SDM parameters and configuration would be possible.

D.! Flexible RAN Technologies as Enablers for ShaadN

In addition to thdlexible architecture consideratiomsentioned above, further flexible RAN technologies
enable a shared RAN for network slicing and accommodating highly diverse services. In the following, sor
of them are briefly explained and halaey facilitate network slicing.
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Multi -connectivity (MC): The term RAN MC refers to the versatile scenario where a UE connects to the
network via multiple cells. For the sake of the current explanation, it suffices to consider that@multi
nectivity appoach takes place whenever the connection of the UE to the RAN involves multiple PHY inter
faces. Those multiple PHY interfaces are leveraged to deliver enhanced performance capabilities, which
translated into aggregated throughput or increased rélatimajor challenge is to enforce different QoS
requirements, differentiation, and prioritization within a RAN exploiting MC and MRAT througha sin-

gle scheduler.

Next, we considetwo MC options namelythecommon PDCRindcommon MAC approadarror! Refer-

ence souce not found, which are shown i&rror! Reference source not foundFigure 6b)as part of the
exemplary architecture, Option 2, discusse8ection IIFC. Thecommon PDCP approadiictates that the
PDCP layer of the protocol stack is shared between the individual connections of the RAGbmdttivity
(henceforth called Oradia@®), and all layers below PDCP are separate logical erfiitiel.approach re-
sembles that of dual connectivity in 3GPP LTE, and offers the advantage of flexl#ityns of the physical
location of the protocol stack layefihe main advantage of theramon PDCP approach is the flexibility it
offers in terms of the physical location of the protocol stack layers. In particular, since the interface betwe
PDCP and RLC is not a timzitical interface, the common PDCP layer is not necessarilgaaded vith

RLC, hence mobilityrelated signaling can be hidden from the CN. Inrcti|amon MAC approagcithe multt
connectivity anchor point is the MAC layeimilarly as carrier aggregation in 3GRPE. Owing to the
time-critical interface between MAC and PHYhet common MAC approach requires that either the multi
connectivity legs originate from the same site, or they are interconnected viaGapéagity transport link.
Nevertheless, the common MAC approach offers the advantage of fast information exchaege bet
different multiconnectivity legs. This facilitates coordinated scheduling, interference mitigation, and othe
schemes related to MAC scheduling.

Multi -RAT and millimeter wave (mmW) technology: It is envisioned that mmW technology will play a
key role in the fulfillment of 5G network requirement8IC will be essentially required to support mmw
deploymentswhich are anticipated to cover both mobile broadband and magip@applicationsThede-
sign characteristicef suchdeployments will dependponfactorswhich span a wide area of architecture
requirementssuch as transpodapabilities,low-band integration, propagation impairments &edge or
core)cloud implementationgConsequently, a flexible architecture incorporating mmW support isreeq
to meet different slice requirements.

User-centric signaling: A usercentricsignaling andmobility management for services including short, spo-
radic and delay tolerant data packets is proposed based on a User Centric Connection Argal{UT#)

UCA consists of a set of radio nodes selected by the flexibl@A. One radio node acts as an anchor
node within the UCAwhich shares the usepntextwith all other nodswithin the UCA. The CN connec-
tions (bearers) are terminated at the ancdde. With the help ad shared contextnobility is managed by

the RAN instead of th€N as long as the UE moves within the UCHis implies that mobility is liden
towards the core netwarkvhich reduces mobility and connection related signaling. Based on the contexl
sharing, the UE is able to send UL packets and receive DL packets by any nodaWwi@#n The user
specific aspect provides a flexibility andaenfigurabilityin the realization oAnUCA, i.e., each UCAan

be configured according gpecificrequirements taking into account QoS parameters.

Mobile edge computing and edge cloud processingdvancedbG services are envisioned to be offered at
the network edgeo as to residauch closeto the usem orderto enhance delay and perceived performance,
e.g, adopting the ETSI MEC paradignTherefore aflexible service chaining should also ineprovedto
establish dynamic services considering edge network locatiomaightlbbe combined with WFsto ensure

a joint optimization of services and networkiogerationsEdge server locations can also be exploited for

* http:/iwww.etsi.org/technologieslusters/technologies/mobisdgecomputing
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storage, computatignd dynamic serve creatiorwithin a given network slicby verticals anaverthe
top providers, introducing another muténancy dimensian

IV.! CONCLUSIONSAND FURTHER CHALLENGES

An overview of the basic implementation features of network slicing was presented, alortg patiemtial

to provide revenue to the network operaldre analysis included the basic principles behind the mapping of
dedicated and shared slices, as well as implemenigpiecific aspects when the concept of network slicing
is employed over RAN andNC Special focus was put on the connection of network slicingAN con-

cepts Based on the above analysis, a strong potential of network slicing was revealed for addressing
diverse requirements of future 5G systeisvertheless, network slicing rams still at an early stage in
terms of its development, hence one should anticipate a long way before it becomes a mature technology
thus be adoptelly network standards.
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Response to reviewer comments

We are pleased to inform yduat your paper may be accepted with revisions. You would need to address
the comments raised by the reviewers and the Eoit@hief. In general, there are concerns regarding the
organization and structure of the paper, please check the reviewers comfiiemtegarding the technical
content, the reviewers identified that a number of clarifications are needed, e.g. foRthN Example

and eMBB error rate. Finally, please provide some more technical insights, e.g. for the common network
functions.We wold like to thank you for your interest in submitting you work at our FT issue.

ResponseMany thanks for the positive feedback and helpful comments. We revised the manuscript ac-
cording to the reviewersO comments. In the following, we added spesjifanses to each reviewer com-
ment.

Reviewer 1

-l This paper provides an overview of the implementation principles related to network slicing, mainl
from the (CN and RAN) architecture perspective, and the potential advantages for the mobile net-
work operatos. The paper well fits to the special issue, and it is interesting for the readers. Some
work is required to improve its content and readability.

ResponseWe would like to thank the reviewer for the time spent to read our paper and the com-
ments provided.

- In the introduction, a frame error rate of 10% is mentioned for eMBB services. This is very high
and rather correspond to a target for the link adaptation; on the contrary, e MBB services are char
acterized by target between 1€B)and 107(-6).

Responselndeed, here the link targetror rate was mentionéaistead othe service PER. We re-
vised the sentence and clarified it.

-1 In Section 1C, please check the references that are not correctly ref@memhrticular [2-3], at
least)

ResponseMany thankdor this commenbecause apparently many references in Sectidmwere
incorrectly updated to the same reference. We updated all references in this section.

-l Section l}A, in the first paragraph, please clarify the common network function can be virtual o
physical.

ResponseThe last sentence of the paragraph has been updated accordingly.

-1 Section IIIB, please clarify if the NSF in Fig.3 is the slice selection function to which you refer in
the first paragraph.

ResponseBoth, the figure and the paraghahave been updatedchthat NSSF refers tahe Qet-
work slice selection functio@.

-1 Section IItC, please check the reference to Fig.4. In fig.4 is th&6&N8he previously defined NSF?
Also, is the RCS the RLC layer?

ResponseFigure 4 has beampdated with NSSF to use the same acronym.

-1 Section II}D, last paragraph, OTT is not defined. Section 1V, in the last paragraph, "the concepts”
should be "concepts". Finally, please revise and harmonize the references.
ResponseThe recommended changewv@deen applied.

Reviewer: 2

This paper presents fundamental concepts on the utilization of the network slicing paradigm in mobile ne
works. There is a current agreement on standardization, academic, and industrial communities that this
topic is essentidor the understanding and development of anterehd 5G architecture that allows the
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fulfilment of 5G requirements and KPIs. This tutorial paper is written in an-afgfiow fashion while

the technical depth it provides on the topic is quite sigaiticin fact, although the term of network slicing

is widely used already, there are few works that truly specify with sufficient depth how to design and impl
ment this concept. Focusing on the RAN, this paper achieves this important goal.

ResponseWe appeciate the positive feedback and the useful comments provided.

| will not detail the merits of the paper since they are many. In the opinion of this reviewer, its relevance,
novelty, technical soundness, and proper magazine style are more than enqugsliéation in this mag-
azine. Notwithstanding the former merits, there are a number of possible minor changes that could imprc
the already high quality of this paper. They are detailed in the following.

1) STRUCTURE

-1 Although the number and titles ottiens are mostly ok, | would suggest considering-soming
of the sections moving the important motivation for the network slicing concept (Sec. 1V) to an ear:
lier section (i.e. Sec. Il), the reason being that network slicing is a busingss concepwhose
benefits are crucial for operators. Although these are known by the majority of the community, the
relevant examples provided in Sec. IV, maybe introduced by a short intro on overall business benu
fits, would set the reader ready to start readinguatithe technical details.
ResponseThank you for this suggestion, which has been applied to the revised manuscript.

-1 Sec Il: The title of subsection II.B is not very readable (what is exactly mapped?). | would suggest
to change it to improve clarity.
Resmnse The title has been changed #8n@to-end network slicing: Common and dedicated net-
work functionsO

-1 Section IlI: It is encouraged to move subsection IIl.A (exemplary arch) to be the last subsection
within the section. It usually improves clarityrgad the principles first (shared RAN) and then see
an example at the end, and not the opposite.
ResponseThank you for this suggestion; the exemplary architecture has been moved to Section
l.C.

2) CONTENT (minor details)
- Section III.D:

-l MC: it wouldhelp the reader to relate the "newer" M€lated flavors to the "older" similar 3GPP
terms, even if, i.e., common PD@RBal connectivity/common MA€arrier aggregation;
ResponseThe section has been updated and a short description has been given.

-l mmW: itis stated that "the architecture (...) will depend mainly upon backhaul capabilities, cloud
implementation, and the availability of mmW RRH". However, that statement needs to be more
elaborated. First, instead of backhaul it should be stated transpavbnie{or xhaul) as fronthaul
also plays a very important role; Second, mmW RRH implies that mmW deployments +ieadla C
deployment which is not necessarily true as rremabled DRAN deployments (or-BAN/GRAN
hybrid deployments) are a key design questor operators; Third, other factors (such as t{band
integration, propagation impairments, etc) are also important so maybe the sentence could be ma
a little less strong. Finally, it's also a bit strong to state that SA systems will be sufficielE8Br
services (and NSA to critical services) as these architectural considerations are currently under
heavy study in 3GPP and research communities.

ResponseThe paragraph has been updated accordingly.

3) PRESENTATION
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- Figure 6 could be improved to illuste better the "directness” of the virtualized path (currently
same number of nodes and not so clear distinction)
ResponseThe figure has been updated accordingly.

-1 Author D. Bega shows one affiliation in front page of review draft (IMDEA) and anothén tme
paper title (Univ. Carlos IlI).
ResponseThank youfor pointing this out. Author D. Bega uses a double affiliation, including both
institutions mentioned above. This is corrected in the revised version.

Reviewer: 3

-1 First of all I would like to say that the paper is really interesting. | think this paper tackles a very
important aspect of 5G, slicing, and as expected coming froftNGRBMA, it focuses on the RAN.
ResponseWe would like to thank the reviewer for the time spent for reviewing this work, and for
the feedback provided.

-l Said that, | really think the paper can be improved by restructuring it. Right now there is no flow at
all among the different sections andsitriot clear why each section is placed on its current place.
The paper starts talking about slicing in general, presenting the NORMA architecture. Then it pre-
sents an example of slicing which is not really clear and can be better explained in termwzref the
vious section. Then it goes to the realization of the slicing in the RAN and the different aspects the
are being worked but it fails to connect to the previous sections. | think the flow and structure of th
paper can be greatly improved.

ResponseThestructure of the paper has been revised (see comments/response by/to reviewer 2).

- In addition, the CRAN slicing example is not clear at all. The figure is difficult to understand after
reading the part of the shared slices. Each box in the figure sleteddy state what resources are
given to which slice. Also do some horizontal explanation on the shareable slices, because right
now it is not clear at all where are them.

ResponseThank you for your comment. We agree that in the previous versiongtis fii.e., Fig-
ure 2) washot sufficiently explanatory. In the revised version, we have replaced it with Figure 6,
where a more elaborated explanation of the concepts involved is included.

-l Overall, the paper is very interesting but current writing regsiisebstantial editing to improve the
readability and the flow between the sections
ResponseThe paper has been revised regarding its structure and language.



