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Generative AI

● LLMs are particularly large 
artificial neural networks

● ANNs have historical 
precedence going back to 
studies conducted in the 
1940s

● Later commercial LLMs have 
intuitive chat interfaces 
through which the models 
could be prompted (an idea 
that goes back to the 1960s) 
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Technical Background: Generative text AI

● Large transformer neural network
● Prompt → Response
● E.g.: ChatGPT, Llama 2, 

text-bison via Google Vertex AI
model = TextGenerationModel.
  
from_pretrained("text-bison@001")
response = model.predict("What is 
a
  hamster?")

[‘What’, ‘is’,
 ‘a’, ‘hamster’,
 ‘?’]

Encode Encode

Decode

Attention
Neural Network

Attention
Neural Network

[‘A’, ‘hamster’, 
 ‘is’, ‘a’]

‘rodent’



Attention is all you need?

plus plus

...

‘what’ ‘is’ ...

Fully connected neural network Neural network with self-attention
plus plus

...

0.7 ’what’+
0.3 ’?’

...

‘what’ ‘is’ ...

0.8 ’is’+
0.2 ’hamster’

Word position: does not matter

attention attention attention

Transformer=many self-attention layers



Model Size Development

● LLMs' size-performance: a 
complex relationship

● More parameters capture 
more intricate patterns

● Larger LLMs improve 
performance generally

● Diminishing returns as size 
increases

https://informationisbeautiful.net/visualizations/the-rise-of-generati
ve-ai-large-language-models-llms-like-chatgpt/



A Case Study from the ICT Literature

● A systematic review for 
knowledge management process 
studies

● Capture:
country/research method/
participant type

● N≈35

M. Al-Emran, V. Mezhuyev, A. Kamaludin, and K. Shaalan, ‘The impact of knowledge 
management processes on information systems: A systematic review’, International 
Journal of Information Management, vol. 43. Elsevier, pp. 173–187, Dec. 2018.



Detection of Study Country

RQ4:

How are the KM processes studies 
considering information systems 
are distributed across the countries 
of implementation and the years of 
publication?

Prompt:

Given this text on a research study 
related to knowledge management, 
identify and extract the country of 
implementation where the study 
was conducted. Prioritize accuracy 
and avoid making assumptions not 
present in the text. Answer with the 
country name only.



Detection of the Research Method

RQ2:

What are the main research 
methods and research outcomes 
addressed in the collected studies?

Prompt:

Carefully analyze the scientific text 
provided. Determine and classify if 
the research study described in the 
text uses: only a survey method, 
both a survey and interview 
methods, or neither of the 
methods.



Detection of Participant Type

RQ1:

What are the main KM processes 
studied considering their 
relationship with information 
systems?

Prompt:

Analyze the text provided about a 
knowledge management research 
study. Identify the role and 
corporate level of the participants. 
Respond in one word.



Results

I. Named entity extraction: study country
prompt = article_text + “Identify and extract the country of 
implementation where the study was conducted. Answer with the country 
name only.”

Accept synonyms, e.g. “U.S.” ≈ “USA”
II. Classification: research method

III. Information extraction: who are the 
participants?
Small scope for interpretation, 
e.g. “Firms’ top management” ≈ 
“top management”

n Accuracy Majority

I 30 90% 20%

II 35 80% 70%

III 32 68.75% 37.5%



Ethical Challenges

● You can't put toothpaste back into the tube: GenAI is here to stay and 
academics will use it

● Firm rules need to be established around disclosure of GenAI use to 
account for accuracy challenges

● GenAI has great potential to ease mundane tasks



Outlook

● Model accuracy might improve–still achieving the quality of a human 
subject matter expert seems far off

● When compared to conventional information retrieval techniques, GenAI is 
computationally expensive–optimisations and advances in hardware 
design might lower cost

● General purpose models for specific domains may be 
developed–initiatives similar to Meta’s ‘Galactica’ for scientific use may 
emerge

● Training models with private data (e.g. university text repository, arXiv 
preprints, etc.) may yield better results at lower costs

● Explainability is key for use in science



Summary? Let’s ask GenAI!

Me:

Summarize the 
following paper 
in one sentence 
as a concise 
take-home 
message:

Bard:

Generative artificial intelligence 
(GenAI) has the potential to reduce 
workloads in academia by 
automating tasks such as literature 
review and screening, but should be 
used responsibly.

https://g.co/bard/share/4bf8585d3d25



Thank You!
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