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ABSTRACT

As autonomous systems are becoming part of our daily lives, ensuring their trustworthiness is
crucial. There are a number of techniques for demonstrating trustworthiness. Common to all these
techniques is the need to articulate specifications. In this paper, we take a broad view of specification,
concentrating on top-level requirements including but not limited to functionality, safety, security and
other non-functional properties. The main contribution of this article is a set of high-level intellectual
challenges for the autonomous systems community related to specifying for trustworthiness. We also
describe unique specification challenges concerning a number of application domains for autonomous
systems.
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1 Introduction

Autonomous systems (ASs) are systems that involve software applications, machines and people, which are capable
of taking actions with no or little human supervision [1]. Soon, ASs will no longer be confined to safety-controlled
industrial settings. Instead, they will increasingly become part of our daily lives having matured across different
domains like driverless cars, healthcare robotics and uncrewed aerial vehicles.

Trust may vary, as it can be gained and lost over time. Different research disciplines define trust in different ways.
This article focuses on the notion of trust that concerns the relationship between humans and ASs. ASs are considered
trustworthy when the design, engineering, and operation of these systems generate positive outcomes and mitigate
outcomes which can be harmful [2]. Trustworthiness of ASs can be dependent on many factors such as: (i) explainability,
accountability and understandability to different users; (ii) robustness of ASs in dynamic and uncertain environments;
(iii) assurance of their design and operation through verification and validation (V&V) activities; (iv) confidence in
their ability to adapt their functionality as required; (v) security against attacks on the systems, users, and deployed
environment; (vi) governance and regulation of their design and operation; and (vii) consideration of ethics and human
values in their deployment and use [2].

There are various techniques for demonstrating trustworthiness of ASs, such as synthesis, formal verification at design
time, runtime verification or monitoring, and test-based methods. But, common to all these techniques is the need
to formulate specifications. According to the ISO standard for systems and software engineering vocabulary [3], a
specification is a detailed formulation that provides a definitive description of a system for the purpose of developing or
validating the system.

Writing specifications that inspire trust is challenging [4]. A human may trust an AS to perform its actions, if it
demonstrably acts in an effective and safe manner. Thus, the AS not only needs to be safe and effective, but also needs
to be perceived as such by humans. In the same manner, in human-robot interaction, it is equally important to ensure
that the AS can trust humans. To address this, specifications will need to go beyond typical functionality and safety
aspects. Thus, in this context, we take a broad view of specification, concentrating on top-level requirements including
but not limited to functionality, safety, security and other non-functional properties that contribute to trustworthiness
of ASs. Also, we intentionally leave the discussion on the formalisation of these specifications for the future, when
understanding of what is required to specify for trustworthiness is more mature.

In this paper, we explore what it means to specify for trustworthiness, considering a number of ASs domains, each with
its unique specification challenges. We then present a set of intellectual challenges for the ASs community comprising
both academia and industry, specifically focusing on specification for trustworthy ASs.

2 Autonomous Systems Domains and their Specification Challenges

In this section, we discuss the specification challenges of a number of different ASs domains (see Fig. 1).

• Automated Driving

Automated driving (self-driving) refers to a class of ASs that vary in the extent to which they make decisions
independently (SAE J3016 standard taxonomy). The higher levels of autonomy, levels 3-5, refer to functionality ranging
from traffic jam chauffeur to completely hands-free driving in all conditions. Despite an explosion of activity in this
domain in recent years, the majority of systems being considered for deployments depend on careful delineation of the
operation design domain (ODD) to make the specification of appropriate behaviour tractable. Even so, the specification
problem remains difficult for a number of reasons. Firstly, traffic regulations are written in natural language, ready for
human interpretation. Although the highway code rules are intended for legal enforcement, they are not specifications
that are suitable for machines. There typically are many exceptions, context-dependent conflicting rules and guidance
of an ‘open nature’, all of these require interpretation in context. Driving rules can often be vague or even conflicting
and may need a base of knowledge to interpret the rule given a specific context. The UK Highway Code Rule 163
states that after you have started an overtaking manoeuvre you should “move back to the left as soon as you can
but do not cut in” [5]. A more explicit specification of driving conduct (e.g. Rule 163) to something more machine
interpretable that captures the appropriate behaviour presents a challenge to this research area. Secondly, driving in
urban environments is an intrinsically interactive activity, involving several actors whose internal states may be opaque
to the automated vehicle. As an example, the UK Highway Code asks drivers to not “pull out into traffic so as to
cause another driver to slow down”. Without further constraint on what the other drivers could possibly do, specifying
appropriate behaviour becomes difficult, and any assumptions made in that process would call into question the safety
of the overall system when those assumptions are violated. Thus, two key challenges in the area of automated driving
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Figure 1: ASs domains and their specification challenges.

are the lack of machine-readable specifications that formally express acceptable driving behaviour and the need to
specify the actions of other road users (see also Fig. 1).

• Emergency Situations and Disaster Relief

Emergency situations evolve dynamically and can differ in terms of the type of incident, its magnitude, additional
hazards, the number and location of injured people. They are also characterised by urgency; they require a response in
the shortest time frame possible and call for a coordinated response of emergency services and supporting organisations,
which are increasingly making use of ASs. This means that successful resolutions depend not only on effective
collaboration between humans [6], but also between humans and ASs. Thus, there is a need to specify both functional
requirements and SLEEC requirements (the Social, Legal, Ethical, Empathic, Cultural rules and norms that govern an
emergency scenario). This suggests a shift from a static design challenge towards the need to specify for adaptation to
the diversity of emergency actors and complexity of emergency contexts. In addition, to enhance collaboration between
autonomous agents and different human agents in emergencies, specifying human behaviour remains one of the main
challenges in emergency settings.

There are also challenges for specifying security in the context of disaster relief. A large part of this comes from the
vast amounts of data that needs to be collected, shared and stored between different agencies and individuals during an
emergency scenario. Securing a collaborative information management system is divided between technical forms of
security, such as firewalling and encryption, and social forms of security, such as trust. In order to properly provide
security to a system, both aspects must be addressed in relation to each other within a specification.

• Human-Robot Interaction

Interactive robot systems aim to complete their tasks while explicitly considering states, goals and intentions of the
human agents they collaborate with, and aiming to calibrate the trust humans have for them to an appropriate level. This
form of human-in-the-loop real-time interaction is required in several application domains including assistive robotics
for activities of daily living [7], healthcare robotics, shared control of smart mobility devices [8], and collaborative
manufacturing among others. Most specification challenges arise from the need to provide specifications for the
perceptual, reasoning and behavioural processes of robot systems that will need to acquire models of, and deal with, the
high variability exhibited in human behaviour. The necessity to infer human mental states (such as beliefs and intentions)
interactively, typically through sparse and/or sensor data from multimodal interfaces, imposes further challenges for the
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principled specification of human factors and data-driven adaptation processes in robots operating in close proximity to
humans, where safety and reliability are of particular importance.

• AI in Healthcare

Healthcare is a broad application domain which already enjoys the many benefits arising from the use of Artificial
Intelligence (AI) and AI-enabled autonomy. This has ranged from more accurate and automated diagnostics, to a
greater degree of autonomy in robot surgery, and entirely new approaches to drug discovery and design. The use of
AI in medical diagnosis has advanced to an extent that in some settings, e.g. mammography screening, automated
interpretation seems to match human expert performance in some trials. However, there remains a gap in test accuracy.
It has been argued that the automated systems are not sufficiently specific to replace radiologist double reading in
screening programmes [9]. These gaps also highlight the main specification challenges in this domain. Historically,
the human expertise in this domain has not been explicitly codified, so that it can be hard to enumerate desired
characteristics. It is clear that the specifications must include notions of invariance to instrument and operator variations,
coverage of condition and severity level, etc. Beyond that, the ‘semantics’ of the biological features used to make fine
determinations are subject to both ambiguity or informality, and variability across experts and systems. Moreover,
the use of deep learning to achieve automated interpretation brings with it the need for explainability. This manifests
itself in the challenge of guarding against ‘shortcuts’ [10], wherein the AI diagnostic system achieves high accuracy by
exploiting irrelevant side variables instead of identifying the primary problem (e.g. radiographic COVID-19 detection
using AI [10]). The specific challenge here is how to specify with respect to ‘black box’ models. In this regard, we can
highlight the role of explainability and faithfulness of interpretation of semantics, and the role of pre-trained models in
pipelines (see Fig. 1).

• Swarm Robotics

Swarm robotics provides an approach to the coordination of large numbers of robots, which is inspired from the
observation of social insects [11]. Three desirable properties in any swarm robotics system are robustness, flexibility
and scalability. The functionality of a swarm is emergent (e.g. aggregation, coherent ad hoc network, taxis, obstacle
avoidance and object encapsulation [12]), and evolves based on the capabilities of the robots and the numbers of
robots used. The overall behaviours of a swarm are not explicitly engineered in the system, but they are an emergent
consequence of the interaction of individual agents with each other and the environment. This emergent functionality
poses a challenge for specification. The properties of individual robots can be specified in a conventional manner, yet it
is the emergent behaviours of the swarm that determine the performance of the system as a whole. The challenge is
to develop specification approaches that specify properties at the swarm level that can be used to develop, verify and
monitor swarm robotic systems.

• Uncrewed Aerial Vehicles

An uncrewed aerial vehicle (UAV) or drone is a type of aerial vehicle that is capable of autonomous flight without a pilot
on board. UAVs are increasingly being applied in diverse applications, such as logistics services, agriculture, emergency
response, and security. Specification of the operational environment of UAVs is often challenging due to the complexity
and uncertainty of the environments that UAVs need to operate in. For instance, in parcel delivery using UAVs in urban
environments, there can be uncertain flight conditions (e.g. wind gradients), and highly dynamic and uncertain airspace
(e.g. other UAVs in operation). Recent advances in machine learning offer the potential to increase the autonomy of
UAVs in uncertain environments by allowing them to learn from experience. For example, machine learning can be
used to enable UAVs to learn novel manoeuvres to achieve perched landings in uncertain windy conditions [13]. In
these contexts, a key challenge is how to specify how the system should deal with situations that go beyond the limits of
its training (Fig. 1).

In this section, we explored what it means to specify for trustworthiness, by considering a number of ASs domains
where each domain has its unique specification challenges. In automated driving, two key challenges are the lack of
machine-readable specifications and the need to specify actions of other road users. In emergency and disaster settings,
enhancing collaboration between autonomous agents and different human agents, and specifying human behaviour are
demanding. The high variability exhibited by human behaviour is a key challenge in interactive robot systems, while in
healthcare, specifying with respect to black box models is challenging. Meanwhile, in swarm robotics and UAVs, two
key challenges are: specifying properties of emerging behaviour at the swarm level, and specifying how the system
must handle situations that go beyond its training, respectively.

In addition, there is also a range of purely software-based ASs, i.e. systems without physical embodiment. Besides
the medical diagnostic tools already mentioned earlier under AI in healthcare, such ASs are also sometimes used in
justice for sentencing, in recruitment for filtering and shortlisting job applicants, and in education for proctoring, for
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marking and for personalising tuition. These systems are also routinely used in finance to make recommendations
on investments and manage funds. In its proposed regulations for AI, the EU [14] introduces a classification of such
systems according to their risk levels. While many of these systems pose limited to no risk and can contribute to solving
many societal challenges, some present risks that designers and deployers alike must address to avoid undesirable
outcomes to individuals and society.

3 Intellectual Challenges for the Autonomous Systems Community

We now discuss open research questions, termed intellectual challenges, related to specifying for trustworthiness in ASs
(see Fig. 2). For each challenge, we aim to identify high priority research directions.

• How to specify human behaviour for human-AS cooperation?

How to model human behaviour to enable cooperation with AS is challenging but crucial for the resilience of the system
as a whole. It is the diversity in human enactment that drives the uncertainty about what people do and don’t do, and,
subsequently, the way human behaviour can be specified. Knowing the mental state of others enables ASs to steer
a cooperation that is consistent with the needs of the ASs, as well as to respond to the needs of human agents in an
appropriate manner.

Different theories of human behaviours explain diversity in human action in different ways and by detecting various
determinants of human behaviour. For example, a behaviourist approach suggests that every behaviour is a response to
a certain stimulus [15]. Albeit true, this approach is restrictive in addressing the complexity of human behaviour, as
well as the different ways that human behaviour develops during cooperation. To grasp that humans are embodied with
purposes and goals that affect each other, the concept of joint-action can be introduced as “a social interaction whereby
two or more individuals coordinate their actions in space and time to bring about change in the environment” [16].
Adapting it to human-robot interaction, this approach is suggestive of an interplay between humans and ASs, such that
what matters is not only how the AS understands the system but also how humans understand the way the autonomous
agent behaves and is willing to cooperate [17]. Thus, cooperation arises from a shared understanding between agents,
which is a challenge to specify.

The social identity approach [18] induces this concept of a shared understanding by providing an explanation of human
behaviour focusing on how social structures act upon cognition. It proposes that, alongside our personal identity, our
personality - who we are, we also have multiple social identities based on social categories and groups. Previous
research has shown that social identities influence people’s relation with technology [19]. Sharing a social identity
initiates pro-social behaviours, such as helping behaviours in emergency situations [20]. People adapt their behaviour
in line with their shared identities, which in turn, enhances resilience. Specifying social identities to enable cooperation
is challenging. It requires answering questions such as: how do we represent different identities and how do we reason
about them? Following the social identity approach to specify identities for human-autonomous agent cooperation
requires an investigation of how to operationalise social identity, a psychological state, into software embedded within
ASs.

• How to specify data-driven adaptation processes and human factors?

Specifying, designing, implementing, and deploying interactive robot systems that are trustworthy for use in scenarios
where humans and robots collaborate in close proximity is challenging, given that safety and reliability in such
scenarios are of particular importance. Example scenarios include assisting people with activities of daily living such
as mobility [8] and dressing [7], rehabilitation robotics, adaptive assistance in intelligent vehicles, robot assistants
in care homes and hospital environments, among others. The intellectual challenge the ASs community faces is the
specification, design and implementation of trustworthy perceptual, cognitive, and behaviour generation processes
that explicitly incorporate parametrizable models of human skills, beliefs, and intentions [21]. These models are
necessary for interactive assistive systems since they need to decide not only how but also when to assist [22]. Given
the large variability of human behaviour, the parameters of these user models need to be acquired interactively, typically
from sparse and potentially noisy sensor data, a particularly challenging inverse problem. An additional challenge
is introduced in the case of long-term human-robot interaction, where the assistive system needs to learn and take
into consideration human developmental aspects, typically manifested in computational learning terms as model drift.
As an example, consider the case of an assistive mobility device for children with disabilities [8]: as the child’s
perceptual, cognitive, emotional and motor skills develop over time, their requirements for the type, amount and
frequency of the provided assistance will need to evolve. Similarly, when assisting an elderly person or someone
recovering from surgery, the distributions of the human data that the robot sensors collect will vary not only according
to the context but also over time. Depending on the human participant, and their underlying time-varying physiological
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Figure 2: Intellectual challenges for the ASs community.

and behavioural particularities, model drift can be sudden, gradual, or recurring, posing significant challenges to the
underlying modelling methods. Principled methods for incorporating long-term human factors into the specification,
design and implementation of assistive systems, that adapt and personalise their behaviour for the benefit of their human
collaborator, remain an open research challenge.

• What standards and assurance processes are needed for ASs with evolving functionality?

ASs with evolving functionality—the ability to adapt and change in function over time—pose significant challenges to
current processes for specifying functionality. Most conventional processes for defining system requirements assume
that these are fixed and can be defined in a complete and precise manner before the system goes into operation. Existing
standards and regulations do not accommodate the adaptive nature of ASs with evolving functionality. This is a key
limitation [23] that prevents promising applications such as swarm robots which adapt through emergent behaviour and
UAVs with machine learning based flight control systems from deployment.

For the use of swarm robots for item storage and distribution, ISO standards have been developed for the service
robotics sector (non-industrial) (e.g. ISO 13482, ISO 23482-1, ISO 23482-2), and the industrial robotics sector (e.g.
ISO 10218-1, ISO 10218-2, ISO/TS 15066). Although these industry standards focus on ensuring safety of robots at the
individual robot level, they do not ensure safety or any other extra-functional property at the swarm level that may arise
through emergent behaviour.

For airborne systems and in particular for UAVs, several industry standards and regulations have been introduced to
specify requirements for system design and safe operation (e.g. DO-178C, DO-254, ED279, ARP4761, NATO STANAG
4671, CAP 722). However, none of these standards or regulations cover the types of machine learning based systems
which are currently being developed to enable UAVs to operate autonomously in uncertain environments.

The ability to adapt and to learn from experience are important abilities to enable ASs to operate in real world
environments. When one considers the existing industry standards, they are either implicitly or explicitly based on the
V&V model, which moves from requirements through design onto implementation and testing before deployment [24].
However, this model is unlikely to be suitable for systems with the ability to adapt their functionality in operation; e.g.
through interaction with other agents and the environment, as is the case with swarms; or through experience-driven
adaptation as is the case with machine learning. ASs with evolving functionality follow a different, much more iterative
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life-cycle. Thus, there is a need for new standards and assurance processes that extend beyond design time and allow
continuous certification at runtime [25].

• How to evolve specifications?

Every non-trivial system undergoes changes over its lifetime. The evolution of trustworthy ASs may concern changes
of the requirements of their functional or non-functional properties, changes of the environment that the ASs operate in,
and changes in the trust of users towards the AS. Initial specifications of the system may no longer reflect the desired
properties of the system or fail to represent its actual environment.

Pursuing particular methods of evolution can make the task of specification easier. Some approaches (e.g. [26]) allow
systems to evolve behaviours from sets of predefined modules. These sub-modules can be independently specified
and once the behaviour is evolved these independent specifications could be aggregated to form a valid overarching
specification for the system. Similarly, adaptation can be limited to a few specified behaviour states or traits which
are modified reactively [27]. If configured effectively, such systems should remain within the envelope of initial
specification as the system evolves or adapts within its given constraints. Designing evolvable systems in this way will
not only make specifying a system an easier task but will also make the system more transparent, understandable, and
potentially more trustworthy.

While much work has been done to analyse, repair, explain, or simulate specifications, little work compares specifications,
detects differences, and analyses their impact on the specified system. When specifications are evolving it will be a
challenge to track how they evolve, and how different they are from each other, i.e. whether the differences are purely
syntactic in nature or whether there are semantic differences. In order to support this evolution of specifications, a
challenge here is the semantic comparison of a new instance of the specification as it has evolved. Towards this, we
may have to develop techniques to compare specifications with each other to identify differences and to understand the
impact these differences may have on the system’s trustworthiness.

• How can ASs be specified for verifiability?

For a system to be verifiable, a person or a tool needs to be able to check its correctness [3] with respect to its
requirements and specification. The main challenge is in specifying and designing the system in such a way that
this process is made as easy and intuitive as possible. For ASs in particular, specific challenges include (i) capturing
and formalizing requirements including functionality, safety, security, performance and, beyond these, any additional
non-functional requirements purely needed to demonstrate trustworthiness; (ii) handling flexibility, adaptation and
learning; and (iii) managing the inherent complexity and heterogeneity of both the AS and the environment it operates
in.

Specifications need to represent the different aspects of the overall system in a way that is natural to domain experts,
facilitates modelling and analysis, provides transparency of how the AS works and gives insights into the reasons
that motivate its decisions. To specify for verifiability, a specification framework will need to offer a variety of
domain abstractions to represent the diverse, flexible and possibly evolving requirements ASs are expected to satisfy.
Furthermore, the underlying verification framework should connect all these domain abstractions to allow an analysis
of their interaction. This is a key challenge in specification for verifiability in ASs.

ASs can be distinguished using two criteria: the degree of autonomy and adaption, and the criticality of the application
which can range from harmless to safety-critical. We can consider which techniques or their combinations are needed
for V&V at the different stages of the system life-cycle. When ASs operate in uncontrolled environments, where there
is a need for autonomy, learning and adaptation, the need for runtime V&V emerges. There, a significant challenge is
finding rigorous techniques for the specification and V&V of safety-critical ASs where requirements are often vague,
flexible and may contain uncertainty and fuzziness. V&V at design time can only provide a partial solution, and more
research is needed to understand how best to specify and verify learning and adaptive systems by combining design
time with runtime techniques. Finally, identifying the design principles that enable V&V of ASs is a key pre-requisite
to promote verifiability to a first-class design goal alongside functionality, safety, security and performance.

• How to address incompleteness of specifications?

Incompleteness is a common property of specifications. Only the use of suitable abstractions allows for coping with the
complexity of systems [28]. However, there is an important difference in the incompleteness introduced by abstractions,
the process of eliminating unnecessary detail to focus e.g. on behavioural, structural, or security-related aspects of a
system, and the incompleteness related to the purpose of the specification, i.e. the faithful representation of the system
in an abstraction.
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On the one hand, if the purpose of creating and analysing a specification is to examine a system and to learn about
possible constraints, then incompleteness (“partiality” in [29]) of the representation in the specification is important as it
allows for obtaining feedback with low investment in specification development, e.g. for the reduction of ambiguity [29].
On the other hand, if the purpose of the specification is to prove a property, then incompleteness of the representation
may lead to incorrect analyses results. These incorrect analysis results may manifest in false positives or false negatives.
False positives are often treated by adding the missing knowledge to the specification. For example, consider the
specification of an infusion pump from [30] and the property that all actions are reversible. The specification reported a
false positive due to an advanced handling of overflows that was missing from the specification (incompleteness). The
property in the specification had to be changed to a “much more complex” one [30] to remove the false positive.

In addition to analysis tasks, specifications are also used in synthesis tasks. This is where the incompleteness of the
specifications can manifest itself in the construction of biased or incorrect systems. Potentially, the synthesis of ASs
from incomplete specifications may simply fail if assumptions on the environment are incomplete. As an example,
consider a robot operating in a warehouse [31]. The specification requires that the robot never hit a wall. With no
assumptions about the environment, the synthesizer would take the worst-case view, i.e. walls move and hit the robot,
and consequently report that the specification is not realisable and no implementation exists. Adding the assumption
that walls cannot move as an environment constraint changes the outcome of the synthesis. Similarly, without this
assumption, a false positive result can also be expected during verification. Interestingly, when formulating requirements
for humans, common sense allows us to cope with this type of incompleteness. However, the automated analysis of
specifications brings with it the challenge of identifying (all) areas of incompleteness.

• How to specify competing demands and other agents’ behaviour?

Conventional approaches to V&V for ASs may seek to attain coverage against a specification to demonstrate assurance
of functionality and compliance with safety regulations or legal frameworks. Such properties may be derived from
existing legal or regulatory frameworks, e.g. the UK Highway Code for driving, which can then be converted into
formal expressions for automatic checking [32].

But optimal safety does not imply optimal trust, and just because an AS follows rules does not mean that it will be
accepted as a trustworthy system in human society. We can also say that strictly following safety rules may even be
detrimental to other properties, e.g. performance. Consider an automated vehicle trying to make progress through a busy
market square full of people slowly walking across the road uncommitted to the usual observation of road conduct. The
safest option for the AS is to wait until the route ahead is completely clear before moving on, as by taking this option
you do not endanger any other road user. However, better performance may be to creep forward in a bid to promote
your likelihood of success. Driving then, is much more than following safety rules, which makes this a particularly hard
specification challenge. In this scenario an assertive driving style would make more progress than a risk-averse one.

In reality there will be significantly more considerations than just safety and performance, but this example illustrates
the principle of conflicting demands between assessment standards. Consideration of other agents, such as properties of
fairness or cooperation, would lead to a more trustworthy system. Additionally, the interaction of ASs with people may
require insight into social norms of which there is no written standard by which these can be judged. Will the task of
specification first require a codex of social interaction norms to be drawn together to add to the standards by which trust
can be measured? Specifications would need to be written with reference to these standards, regulations and ethical
principles, some of which do not currently exist, in order to ensure that any assessment captures the full spectrum of
these trustworthiness criteria.

A further challenge to specification will not just be to capture the full gamut of properties for trustworthiness, but also
in deciding a hierarchy through the meta-trustworthiness stack. Similar to the Asimov law of robotics, where safety to
humans will outrank that of self-preservation of the robot, a similar system of hierarchy may be required. It may also be
useful to consider which aspects of the specification have soft or hard limits, i.e. which are inviolable and which may be
traded-off against other properties as in the case of safety versus performance or other competing demands.

• How to specify security from a social perspective?

There are technical sides to security, but there are also social dimensions that matter when considering how an AS
enforces its status as secure. In this context, security overlaps with trust. One can only be assured a system is secure,
if one trusts that system. Public trust is a complex issue, shot through with media, emotions, politics, and competing
interests. How do we go about specifying security in a social sense?

On the technical side, there are fairly specific definitions for specification which can be grasped and measured. From
the social perspective, the possibility of specification relies on a network of shared assumptions and beliefs that are
difficult to unify. In fact, much of the value from engagement over social specifications derives from the diversity and
difference. A predominant concern in social aspects of security is where data is shared between systems (social-material
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interactions). That is, whenever an AS communicates with a human being or an aspect of the environment. Although
these interactions have technical answers, to find answers that consider social science perspectives requires collaboration
and agile methods to facilitate that collaboration.

The human dimension means that it is not enough to specify technical components. Specifications must also capture
believes, desires, fears and at times misinformation with respect to how those are understood, regarded and perceived
by the public. For example, in what ways can we regard pedestrians as passive users of automated vehicles? How are
automated vehicles regarded by the public, and how are pedestrians involved in automated mobility?

The ethical challenges that emerge for ASs security also relate to the legal and social ones. The difficulty centres
around how to create regulations and specifications on a technical level, that are also useful socially, facilitating
responsiveness to new technologies that are neither simply techno-phobic nor passively accepting. Doing so must
involve both innovation and public input, so that the technology developed works for everyone. The ELSI (Ethical,
Legal & Social Implications) framework [33] is an example of a framework aimed to engage designers, engineers, and
public bodies in answering these questions. ELSI is an inherently cross-disciplinary set of approaches for tackling ASs
security, as many interrelated and entangled aspects. Specifying security requires connection, collaboration, and agile
ethical methods.

• How to establish environmental properties and real intent behind requirements in governance frameworks?

Computer scientists treat specifications as precise objects, often derived from requirements by purging features such
that they are defined with respect to environment properties that can be relied on regardless of the machine’s behaviour.
Emerging ASs applications in human-centred environments can challenge this way of thinking, particularly so because
the environment properties may not be fully understood, or because it is hard to establish if the real intent behind a
requirement can be verified. These gaps should be addressed in governance frameworks in order to engender trust.

For instance, in all of the domains mentioned above, we are increasingly seeing systems that are data-first and subject to
continuous deployment. This has the interesting consequence that sometimes even the task requirements are really only
given in terms of fit to observed human behaviour [34], e.g. what does an expert say in radiology interpretation and
does the AI-based ASs match that [9]. Furthermore, many emerging concerns such as fairness are not only difficult
to formalise in the sense of software specification, but also their many definitions can be conflicting such that it is
impossible to satisfy all of them in a given system [35].

ASs of the future will need a combination of informal and formal mechanisms for governance. In domains such
as automated vehicles, trustworthiness of the system may require a complete ecosystem approach [36] involving
community-defined scenario libraries, enabling the greater use of simulation in verification, and independent audits
via independent third parties. This calls for the development of new computational tools for performance and error
characterisation, systematic adversarial testing with respect to a range of different specification types, and causal
explanations that address not only a single instance of a decision but better expose informational dependencies that are
useful for identifying edge cases and delineating operational design domains.

In addition to all of these technical tools, there is a need to understand the human-machine context in a more holistic
manner, as this is really the target of effective governance. People’s trust in an AS is not determined by technical
reliability alone. Instead, the expectations of responsibility and accountability are associated with the human team
involved in the design and deployment of the system, and the organisational design behind the system. A vast majority
of system failures are really failures arising from mistakes made in this ‘outer loop’. Therefore, effective regulations
must first begin with a comprehensive mapping of responsibilities that must be governed, so that computational solutions
can be tailored to address these needs. Furthermore, there is a need for ethnographic understanding of ASs being used
in context, which could help focus technical effort on the real barriers to trustworthiness.

• How can explainability by design contribute to ASs specifications?

There are increasing calls for explainability in ASs, with emerging frameworks and guidance [37] pointing to the
need for AI to provide explanations about decision making. A challenge with specifying such explainability is that
existing frameworks and guidance are not prescriptive: what is an actual explanation and how should an explanation be
constructed? Furthermore, frameworks and guidance tend to be concerned with AI in general, and not ASs.

A case study addressing regulatory requirements on explainability of automated decisions in the context of a loan
application [38] provided foundations for a systematic approach. Within this context, explanations can act as external
detective controls, as they provide specific information to justify the decision reached and help the user take corrective
actions [39]. But explanations can also act as internal detective controls, i.e. a mechanism for organisations to
demonstrate compliance to the regulatory frameworks they have to implement. Both [38] and [39] provide systematic
questions that an explanation designer needs to consider: What is the purpose of an explanation? What is the audience
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of an explanation? What is the information that it should contain? However, to adequately address these questions,
explainability should not be seen as an after-thought, but as an integral part of the specification and design of a system,
leading to explainability requirements to be given the same level of importance as all other aspects of a system.

In the context of trustworthy ASs, emerging ASs regulations could be used to drive the socio-technical analysis of
explainability. A particular emphasis would have to be on the autonomy and the hand-over between systems and
humans that characterise trustworthy ASs. The audience of explanations will also be critical, from users and consumers
to businesses, organisations and regulators. Finally, considerations for post-mortem explanations, in case of crash or
disaster situations involving ASs, should lead to adequate architectural design for explainability.

4 Summary and Conclusions

As ASs are becoming part of our daily lives and interacting more closely with humans, we need to build systems worthy
of trust regarding safety, security and other non-functional properties. In this paper we have first examined ASs domains
of different levels of maturity and then identified their specification challenges and related research directions. One
of these challenges is the formalisation of knowledge easily grasped by humans so that it becomes interpretable by
machines. Prominent examples include the specification of driving regulations for AVs, and the specification of human
knowledge expertise in the context of AI-based medical diagnostics. How to specify and model human behaviour, intent
and mental state is a further challenge that is common to all domains where humans interact closely with ASs, such
as in human-robot collaborative environments as found in smart manufacturing. Alternative approaches involve the
specification of norms to characterise the desired behaviour of ASs, which regulate what the system should do or should
not do. An emerging direction of research is the design of monitors to observe the system and check compliance with
norms [40]. The example of swarm robotics raises the need and challenge to specify behaviour that emerges at the
system level and relies on certain actions of the entities that form the system with each other and their environment.

Beyond the technical aspects, across the specific ASs domains, are research challenges related to governance and
regulation for trustworthiness, requiring a holistic and human centred approach to specification focused on responsibility
and accountability, and enabling explainability from the outset. Fundamental to specifying for trustworthiness is a
sound understanding of human behaviour and expectations, as well as the social and ethical norms applicable when
humans directly interact with ASs. As for future work, an interesting extension of this paper would be to produce
a classification of properties to be specified for trustworthiness under the different intellectual challenges discussed
(e.g. socio-technical properties of explainability are purpose, audience, content, timing and delivery mechanism of
explanations).

We conclude that specifying for trustworthiness requires advances on the technical and engineering side, informed by
new insights from social sciences and humanities research. Thus, tackling this specification challenge necessitates tight
collaboration of engineers, roboticists and computer scientists with experts from psychology, sociology, law, politics
and economics, as well as ethics and philosophy. Most importantly, continuous engagement with regulators and the
general public will be key to trustworthy ASs.
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