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Abstract. When deploying large-scale multiagent systems, efficiency and scalability become important features that must be provided by the multiagent platform used to run them. These multiagent systems are complex, huge and are composed of several agents that have a great number of interactions with each other. Testing these systems on multiagent platforms is very helpful for platform developers to improve performance or for multiagent systems developers to ensure that the platform meets their requirements. Therefore, a set of benchmarks that can determine the behaviour of a multiagent platform when it is scaled up is necessary. This paper proposes four different benchmarks to achieve this goal.
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1 Introduction

As stated in [LMSW05], the next generation of computing system is likely to demand large numbers of interacting components, be they services, agents or otherwise. Current tools work well with limited numbers of agents, but are generally not yet suitable for the development of large-scale (and efficient) agent systems, nor do they offer development, management or monitoring facilities able to deal with large amounts of information or tune the behaviour of the system in such cases.

Within the area of multiagent systems (MAS), efficiency is a key issue. The efficiency of an agent system relies on both its design and the agent platform on which it runs. In the last few years, many researchers have focused on testing the performance of existing agent platforms [MSA+06], [CTG+04], [Vrb03], [CFV03], [CACM], [BGNT], [LNW98], [Sha05].
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Most of these studies show poor performance in current agent platforms. However, these works ignore performance degradation when scaling up the systems, because they concentrate on showing multiagent platform performance when the MAS that is running on the platform has few agents and hosts. Only Chmiel et al. [CTG’04] present multiagent platform tests using eight hosts, but they do not scale up any higher.

We propose a set of benchmarks for analyzing the most critical parameters that can be involved in platform performance degradation when platforms are launched in several hosts. These benchmarks can be applied to any multiagent platform because they are not designed for any specific one. We are currently applying these benchmarks to several platforms. In this paper, we apply the benchmarks to the Jade platform [BCPR03], [JAD] as an example of their use.

In this example, we try to get empirical results about the decrease of Jade performance when the Jade security add-on is introduced. By knowing the level of performance degradation when introducing additional components (like the security add-on) over a specific environment, the most suitable implementation of this platform can be chosen.

The rest of the article is organized as follows. Section 2 presents the main arguments for developing the proposed benchmarks. Section 3 provides an in-depth description of the benchmark design and Section 4 shows these benchmarks applied on the JADE platform. Finally, Section 5 presents some concluding remarks.

2 Purpose

Most multiagent platforms attempt to offer support for large applications that are composed of hundreds of agents running on numerous hosts. However, this cannot really be carried out by some platforms when trying to implement a large system. We have been working on different platforms, and we have verified their behaviours. Some of them offer very good behaviour when they are composed of few hosts and agents, but when these and other parameters such as message traffic are increased, their performance is completely different. Some platforms have problems when they are launched on several hosts. They crash when some hosts are overloaded with a large number of messages or when there are many agents running on several hosts.

There are actually some different problems when trying to implement a large application on a specific platform. Some previous works (as shown in section 1) present studies about multiagent platform performance. Nevertheless, these experiments are designed and tested on very few hosts. Since most of them do not scale up more than four hosts, we do not know what the platform response is when there is a large load, i.e., many hosts launching many agents. A common problem mentioned in some of these studies is the degradation of the performance of the platforms when parameters such as message traffic, number of agents, message size, etc. are increased.
Ascertaining how the obtained response times vary when these parameters are changed is very important in order to have a broad knowledge of the platform being used. With this knowledge, the best design for the multiagent system can be selected for specific platform, or a better platform could be selected if the one in use does not fulfill the minimal requirements. These measures could also be used by platform developers to test new versions or added functionalities to determine how differently the platform performs. This knowledge is very useful for platform users to be able to determine the loss of performance when adding features such as security components, service replication, etc. Moreover, these measures can help to configure the best parameters for any platform: number of hosts, services to be offered, agents running per host, etc.

To achieve these goals, we propose a set of benchmarks for testing multiagent platforms when developing a large-scale multiagent system. The benchmark set is general enough to be applied to any multiagent platform. These tests also allow us to compare some platforms to determine which one is the most scalable, which one is more susceptible to being overloaded, etc.

3 Benchmark Description

We have designed four benchmarks oriented to large-scale systems. Each benchmark is composed of a multiagent system running on the platform being tested. The result of each benchmark is the average round trip time (RTT) of each message, i.e., the time elapsed from when a sender agent sends a message until it receives the same message sent back by a receiver agent. The RTT obtained by each agent is an average of the RTT obtained by each message sent. The final RTT value of a benchmark execution is an average of the RTT obtained by each sender agent taking part in the experiment. The number of messages sent per sender agent is a parameter that the final user of the benchmark can configure in order to achieve the needed accuracy level. Another parameter that can be configured in the benchmark set is the message size in bytes.

Apart from sender agents and receiver agents, there is always a controller agent in each benchmark. This agent manages benchmark execution, synchronizing each sender agent when the benchmark is started. Therefore, all agents involved in the test begin at the same time. The controller agent also manages the finalization of the experiment, so that a new experiment can be run without being disturbed by the previous one. Furthermore, the controller agent runs alone in a host that is not used to perform the benchmarks. Therefore, when we state that a benchmark is run on N hosts, it means that the benchmark needs N+1 hosts to be performed.

3.1 Benchmark 1: Number of Hosts

The purpose of this benchmark is to measure the capacity of the analyzed platform to send messages to different agents placed in numerous hosts. The benchmark attempts to determine how the platform behaves when the number of hosts
that it has to manage is increased. This test involves a lot of message exchanges between every pair of hosts in the platform.

The benchmark is launched with very few agents per host in order to prevent the overload of each host from influencing the results. If a host is overloaded due to the number of agents, the response time can increase without increasing the number of hosts. As a result, the number of hosts that the platform can support cannot be ascertained. Therefore, the number of agents per host stays the same, and only the number of hosts can be changed.

Fig. 1. Benchmark 1, Number of Hosts

This benchmark consists of a multiagent system composed of sender and receiver agents as shown in Figure 1. Agents are spread over several hosts of the platform, placing one receiver agent and one sender agent in each host. The number of hosts is a parameter to be set by the final user of the benchmark.

All sender agents behave in the same way, and they are labeled as $sender_0$ up to $sender_{N-1}$ (with N being the number of the hosts set by the user). The $sender_i$, which is the agent placed in host $i$, starts sending a message to $receiver_{i+1}$; it waits for the response of $receiver_{i+1}$ and calculates the RTT. Then, the $sender_i$ sends a message to $receiver_{i+2}$, and so on. When the $sender_i$ has sent a message to $receiver_{N-1}$, it sends its next message to $receiver_0$. After that, it sends a message to $receiver_1$, $receiver_{i+1}$, and so forth. The $sender_i$ keeps on sending messages in this way until it sends the number of messages chosen by the user.

Since some platforms do not carry out message sending in the same way when agents are placed in the same host than when they are placed in different hosts,
the sender agent never sends messages to the receiver agent placed in the same host.

3.2 Benchmark 2: Massive Reception (1 receiver)

The second benchmark (Figure 2) has been designed to evaluate platform response in massive reception environments. The purpose of this test is to measure response capacity of the platform when a host has a high rate of message exchanges, i.e., when there are a lot of incoming and outgoing messages. Moreover, there are two cases: if this high message traffic is carried out by only one agent or if it is carried out by several agents. Benchmark 2 attempts to simulate a multiagent-based application where there is a single agent performing a service that is needed by a great number of agents.

Fig. 2. Benchmark 2, Massive Reception (1 receiver)

In this benchmark, the platform is again distributed among various hosts. There is one host with a receiver agent, and a number of hosts with one sender agent in each one. All the sender agents send messages to the only receiver agent in this multiagent system. This receiver agent behaves like a ping agent, i.e., for every message that is received it obtains the sender agent that has sent the message and replies to it. Therefore, in this test, the receiver agent and the host where it is placed become overloaded. The number of hosts with a sender agent is a parameter to be set by the user.
3.3 Benchmark 3: Massive Reception (N receivers)

This benchmark complements the benchmark 2. In this experiment, we produce a lot of message traffic between one host and the rest of the hosts as in the previous experiment. In this one, however, we also evaluate whether distributing this message traffic among several receivers (which are placed in the same host) provides a better platform responses. This is done to determine whether the bottleneck when overloading an agent with a lot of message exchanges is caused by the message transport system of the platform or by the message queue management of the agent itself.

![Diagram of Benchmark 3](image)

**Fig. 3.** Benchmark 3, Massive Reception (N receivers)

The multiagent system architecture designed for this benchmark is similar to benchmark 2. There is a host running a controller agent and a host running several receiver agents. Each of the remaining platform hosts is running a sender agent. The number of hosts running a sender agent must be provided by the user. Each sender agent is placed in a different host but the receiver agents are launched in the same host. Each sender agent has a specific receiver agent associated to it, i.e., each sender exchanges all its messages with a single receiver. Figure 3 shows this test.

3.4 Benchmark 4: Number of Agents per Host

The last experiment we propose is designed to check the scalability of the evaluated platform by increasing both the number of launched agents and the message exchanges between them. Not every platform design can offer support to several
agents. In this sense, we propose increasing the number of launched agents in the same platform in order to observe its scalability and efficiency. Rather than designing idle agents, we use agent pairs that exchange messages with each other. The result of this experiment should show us how the platform performance evolves in large-scale systems.

Fig. 4. Benchmark 4, Number of Agents per Host (one agent per host)

Fig. 5. Benchmark 4, Number of Agents per Host (several agents per host)
This benchmark design is a little different from the other three. The parameters needed are the number of platform hosts and the number of agents per host. We divide the number of hosts into two equal groups: the first half are for launching sender agents and the second half are for launching receiver agents. Each sender agent has a single receiver agent associated to it to exchange its messages.

Figures 4 and 5 show the benchmark when launching one agent per host and when launching several agents per host, respectively.

4 Benchmark Application

This section illustrates the use of the benchmark set. The aim is to evaluate the overhead added to the Jade platform when the security add-on (called Jade-S in this paper) is used to sign the messages exchanged.

The signature process is known to have a performance penalty. Because of this, we want to know the performance and scalability degradation when signatures are used. By comparing the standard version with the secure version, the influence of adding this security add-on can be determined empirically.

![Benchmark 1: Number of Hosts](image.png)

**Fig. 6.** Benchmark 1: Number of Hosts

We tested Jade and Jade-S on 100 PCs at our university laboratories. These PCs are connected with each other by a Fast Ethernet. Each PC has an AMD
processor of 2.8 GHz and 512 MB of RAM Memory. We used Sun JDK 1.5, Jade version 3.4, and the security add-on for Jade version 1.6.

For all four benchmarks, the number of sent messages per sender agent was set to 1000 messages, and the size of the exchanged messages was set to 10 bytes. We had previously checked that these parameters provided us with results that were sufficiently accurate.

Figure 6 shows the behaviour of the Jade and Jade-S platforms when benchmark 1 was launched. The number of hosts was increased in each experiment, from 2 up to 100. As one expected, Jade-S performed worse than Jade. An extra overload was included due to the message signature. However, this overload does not seem to be related to the number of hosts. Therefore, if fewer agents are located in the same host, and all platform hosts have similar message traffic, it can be concluded that the overload introduced when signing messages remains nearly constant.

The results obtained for benchmark 2 are depicted in Figure 7. We tested the platform using this benchmark when there is only one sender host. We also increased the number of sender hosts up to 100 (20 more sender hosts each time). This test shows that the higher the number of sender agents, the larger the difference between Jade and Jade-S. This is due to the fact that there is only one receiver in the platform. This receiver agent has to carry out the signature process when replying to all the sender agents in each experiment. As a result,
if a large-scale multiagent system with an agent offering a popular service is being deployed, signing messages could introduce a great overload making overall performance of the multiagent system worse.

Figure 8 shows the response of Jade and Jade-S platforms for benchmark 3. We started the experiment with 1 sender host (plus 1 receiver host) and then increased them 20 at a time up to 100. We increased the number of receiver agents according to the number of sender agents. When this benchmark was launched in a Jade platform, the results obtained were similar to the ones obtained when benchmark 2 was launched. This is due to the way that Jade implements communication among all the platform hosts. The bottleneck created when an agent is overloaded by a lot of message exchange is caused by the message transport system and not by the way the message queue is managed by the agent itself. As mentioned in section 2, we are currently testing other platforms, and we obtain different results when benchmarks 2 and 3 are launched on these platforms.

Finally, Figure 9 depicts the results obtained when running benchmark 4. In order to measure the scalability degree of each platform, we propose launching one agent per host and increasing the number of agents up to 20 per host. As in benchmark 1, the overload introduced by signing messages is nearly constant and does not depend on the number of agents per host. Thus, it can be observed that the overload is almost the same when there is one agent per host (100 agents in the multiagent system) and when there are 20 agents per host (2000 agents in the multiagent system).
When the results obtained in our four benchmarks for Jade and Jade-S platforms are analyzed, it is easily observed that, if the multiagent system being secured with digital signatures is distributed in a good way, the extra overload is constant. Therefore, there cannot be an agent whose services are more frequently requested than the others. If this occurs (as shown in the results for benchmarks 2 and 3), when the number of requesting agents is increased, performance will be worse.

5 Conclusions

In this paper, we have presented a set of benchmarks for testing large-scale multiagent platforms.

This set of benchmarks can be helpful for MAS developers to:

- Choose a suitable platform according to their needs.
- Set up options for the selected platform.
- Design the multiagent system (number of hosts, service distribution, etc.).
- Predict multiagent system performance on newer versions of the platform used.

It can also be helpful for multiagent platform developers to:

- Choose between implementation alternatives.
- Evaluate performance.
Detect implementation errors (overflows, unexpected behaviours, etc.).
Detect bottlenecks in extreme situations to improve platform implementation.

The main purpose of this paper is to provide a test bed for analyzing the most critical parameters when a large-scale multiagent system is implemented on a multiagent platform. The way a multiagent platform implements its messaging service is key issue for the behaviour of a large-scale multiagent platform, mainly due to the huge number of interactions in applications of this kind. Our previous work in evaluating multiagent platform performance has allowed us to identify the main parameters that can affect message service performance so that extreme configurations (many agents, many hosts, etc.) can be tested when launching the benchmark set.

The design is general enough to be applied to any platform. We only define the interactions among the agents and the number of agents and hosts in each experiment. We do not focus on any specific platform API or any agent model. Moreover, we do not measure efficiency taking into account agent-internal processes, so, a future work will include not only message sending but also processing messages at high level, i.e. internal reasoning, joint planning, etc.

Finally, an application of this set of benchmarks to Jade and Jade-S is shown as an example. When message traffic is distributed in the same way along the platform hosts (benchmarks 1 and 4), the overload introduced by Jade-S is nearly constant. However, when this message traffic is focused on one host (benchmarks 2 and 3), the more agents there are taking part in the experiment, the greater the overload introduced by Jade-S with respect to Jade. Therefore, the results obtained may be helpful when migrating a MAS from Jade to Jade-S, allowing developers to ascertain how many hosts may be added and/or how the agents should be distributed among the hosts in order to reach the same level of performance.
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