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Abstract. In our previous work on dialogue games for agent interaction, an
agent’s set of belief¢X') and an agent’'s “commitment storéCS) — the set

of locutions uttered by the agent — play a crucial role. The usual aggamp
made in this work is that the set of beliefs is static through the course of a di-
alogue, while the commitment store is dynamic. While the assumption of static
beliefs is reasonable during the progress of the dialogue, it seemshdéaome
form of belief change is appropriate once a dialogue is complete. Wimattfos
change should take is our subject in this paper.

1 Introduction

Finding ways for agents to reach agreements in multiagestésys is an area of active
research. One mechanism for achieving agreement is thrihgghse ofargumenta-
tion—where one agent tries to convince another agent of somethirigg the course
of somedialogue Examples of argumentation-based approaches to multiageee-
ment include the work of Dignuret al.[3], Kraus [10], Reed [15], Schroedetal.[16]
and Sycara [19].

The work of Walton and Krabbe [21] has been particularly iexfitial in argument-
ation-based dialogue research. They developed a typotmgyter-personal dialogue
which identifies six primary types of dialogues includitrformation-Seeking Dia-
logues(where one participant seeks the answer to some questfooifs)another par-
ticipant, who is believed by the first to know the answer(s)uiry Dialogues(where
the participants collaborate to answer some question cstigms whose answers are
not known to any one participant); aRdrsuasion Dialogue@vhere one agent seeks to
persuade another agent to adopt a belief or point-of-vieswdsles not currently hold).
This dialogue gamd9] view of dialogues overlaps with work on conversationipol
cies (see, for example, [2, 5]), but differs in considering éntire dialogue rather than
dialogue segments.

In this paper, we extend the work of [13, 14] by considering lagents alter their
beliefs as a result of participating in dialogues. In paific we are interested in the
way in which the beliefs of an agent change over the coursewafral dialogues with
another agent. The work described here allows us to obtaintsewhich show that,
under certain conditions, the beliefs of a pair of agentsamihverge over time.



2 Background

We begin by introducing the components of the formal systémrgumentation that
underpin our approach, as well as the corresponding tefagy@and notation, all taken
from [1, 4, 13]. This is a bit lengthy, but the material is reqd in order to obtain the
technical results later in the paper.

A dialogue game is a set of interactions that occur betweenagentsM and
U. Each agent maintains a knowledge baSegontaining formulas of a propositional
languageL and having no deductive closure. Each agent also maintdissd utter-
ances, called the “commitment stor€S We can refer taCSas an agent’s “public
knowledge”, since it contains information that is sharethwither agents. In contrast,
the contents of' are “private”. The agent also maintains tiblike components] and
I'. These will be discussed later. For now it suffices to know shigh structures exist
and are indexed by the name of the agent’s dialogue partner.

Note that in the description that follows, we assume thistthe classical inference
relation, that= stands for logical equivalence, and we us¢o denote all the informa-
tion available to an agent. Thus in a dialogue withAy = Xy U Iwu UJu,u UCSy.
The commitment stor€S, can be loosely thought of as a subset/f; according to
the rules of the dialogue gamk, can only say things it can support (or justify), i.e.,
using arguments imy, to support propositions i€Sy.

Definition 1 (Argument). Anargumenis a pair A = (S p) where p is a formula of
and S a subset af such that:

1. Sis consistent;
2. Sk p;and
3. Sis minimal, so no proper subset of S satisfying both (@) @pexists.

S is called thesupportof A, written S = Support(A) and p is teenclusionof A, written
p = Conclusion(A). Thus we talk of p beisgpportedy the argumentS, p).

In general, sinced may be inconsistent, arguments.A{A), the set of all arguments
which can be made fromd, may conflict, and we make this idea precise with the notion
of undercutting

Definition 2 (Undercut). Let A, and A, be two arguments ofl(A). A; undercutsA,
iff 3—p € SupporfA;) such that p= ConclusiorfA;).

In other words, an argument is undercut iff there is anothguraent which has as its
conclusion the negation of an element of the support for teedrgument.

To capture the fact that some beliefs are more strongly hedd tthers, we as-
sume that any set of beliefs hap@ference ordeover it. We consider all information
available to an agent), to be stratified into non-overlapping sefs, ..., A, such
that beliefs inA; are all equally preferred and are preferred over elementy imhere
i < ]. This could be thought of as saying that an agent’s first &{e)care contained
in A, second choices id\;, and so on. The@reference levebf a nonempty subset
S Cc A, where different elements € S may belong to different layers\;, is valued
at the highest numbered layer which has a memb&4and is referred to alevelS).



In other words Sis only as strong as its weakest member. Note that the shrexigt
belief as used in this context is a separate concept fromdtiemof support discussed
earlier. That is, a strong belief does not necessarily meatrthhere are many arguments
supporting that belief.

Definition 3 (Preference).Let A and A be two arguments itd(A). A, is preferred
to A, according to Pref and following the strict pre-order assateid with it. In other
words, A Pt A, iff levelSupporfA;)) < levelSupporfAy)). If A, is preferred to
Ao, we say that Ais strongerthan A.

We can now define the argumentation system we will use:

Definition 4 (Argumentation System).Anargumentation syste(d\S) is a triple
(A(A), Undercut Pref) such that:

— A(A) is a set of the arguments built fror,

— Undercut is a binary relation representing the defeat riglaship between argu-
ments, Undercug€ A(A) x A(A), and

— Pref is a (partial or complete) pre-ordering QA(A) x A(A).

The preference order makes it possible to distinguish reiffetypes of relations be-
tween arguments:

Definition 5 (Defense)Let Ay, A; be two arguments ofi(A).

— If Ay undercuts Athen A defends itselhgainst A iff A; >P®" A,. Otherwise, A
does not defend itself

— A set of argumentsl defendsA, iff: ¥ A, undercuts A and A does not defend
itself against A then3d A; € A such that A undercuts A and A, does not defend
itself against A.

We write Ayndercutpret 10 denote the set of all non-undercut arguments and argsment
defending themselves against all their undercutting asgis The sefd(A) of ac-
ceptable arguments of the argumentation systdi(\), Undercut Pref) is [1] the least
fixpoint of a functionF:

AC A(A)
F(A) ={(Sp) € A(Q) | (Sp)is defended by A}

Definition 6 (Acceptance).The set ofacceptabl@arguments for an argumentation sys-
tem(A(A), Undercut Pref) is:

A(A) = Fizo(0)
= AUndercutPref U [U ]'-iZl(AUndercutPref)}

An argument isacceptabléf it is a member of the acceptable set, and a proposition is
acceptabléf it is the conclusion of an acceptable argument.



Definition 7 (Status). If an agent M has an acceptable argument for a proposition
p, then thestatusof p for that agent isacceptedwhile if the agent does not have an
acceptable argument for p, the status of p for that agenbisaccepted

An acceptable argument is one which is, in some sense, peivea all the arguments
which might undermine it are themselves undermined.

3 Locutions, attitudes and protocols

The basis for our work is the dialogue systérg, presented in [12] (which is a modest
extension of that in [13, 14]), modified with some featuresfrthe dialogue system in
[17]. Here we present as brief a summary of the combined syasewe can give.

As described above, dialogues are assumed to take placedsetwo agents, for
example calledV (for “me”) andU (“you”). Each agent € {M,U} has a knowledge
base,X;, containing its beliefs. We assume that this knowledge msensistent in a
certain sense — we assume that an agent only has propositideknowledge base
for which it has an acceptable argument (the grounds of tiganaent may be just
the proposition itself, so that, for example, an agent masg lia its knowledge base
supported by the acceptable argum@t}, p).

In addition [9], each agemhas a further knowledge ba€&, visible to both agents,
containingcommitmentsnade in the dialogue. We assume an agemramitment store
is a subset of its knowledge base. Note that the union of thardtment stores can
be viewed as the state of the dialogue at a given time. Falipyjd7], we also as-
sume that each agenthas a knowledge bask; wherej € {M,U},j # i which
represent$’'s model ofj's beliefs, and a sel;; which recorddies thati has toldj—
propositionsp for which —p is in Xj. Since each agent has access to their private
knowledge bases and both commitment stores, alglenan potentially make use of
(A(Xm U I'vu Uduu UCSy), Undercut Pref). For most of this paper we will assume
that I'y,y andJy,u are empty and so only consid&k, andCS;, but towards the end
we will deal with non-empty .y andJw u.

All the knowledge bases contain propositional formulasg, moreover all are strati-
fied by degree of belief as discussed above. Here we assutibkeba degrees of belief
are static and that both the players agree on them (ackngimpthat this is a limitation
of this approach).

During the dialogue the players put forward propositiond ancept propositions
put forward by other agents based on their acceptabilitg. &tact locutions we adopt
are those of [12], but for our purposes here we need only kinatvgropositions are
put forward using amssertlocution (all the other locutions are signalliregsertis the
only one which transmits data). The axiomatic semantic} §e(assertare given in
Table 1. The important thing to note is that the subject oassertis something that
an agent either has in its knowledge base, or has an acceptagiment for, and that
asserting something places it in the agent’s commitmeng sttnesubjectof a dialogue
is the argument of the firgtssertto be made—this is the proposition about which the
dialogue revolves.



assert

LocuTION:

— M — U : asserfp)
PRE-CONDITIONS:

1. (Sp) € A(PwUCY)
POSTCONDITIONS:

1. CSu,i = CSu,i—1 U {p} (update)
2. C§i = CYyi-1 (no change)

Table 1. Operational semantics fassert

The process by which a dialogue is carried out is determined jprotocol An
example is the protocdP”, an extension oP’ in [12] in which M tries to persuade
thatp is the case:

1. Missues &now(p), indicating it believes that is the case.

2. M assersp.

3. U acceps p if it has an acceptable argument for it, drassers —p if it has an
acceptable argument for that, drchallenge p, or U rejectsp.

4. If U asserts-pin (3), then go to (3) with the roles of the agents reversed-gnith
place ofp.

5. If U challenges in (3) theM asserts, in turn, every € S, whereSis the support
for pand go to (3) for eachin turn in place ofp.

The “signal” locutions used here akamow which indicates the start of a persuasion
dialogue,challenge which indicates that one agent requires the other to pteken
support for the proposition just asserted, awoteptand reject which indicate that
the agent finds (respectively, does not find) that the preloasserted proposition is
supported by an acceptable argument. A signaaafeptalso indicates that the agent
that issues it is no longer disputing that proposition atigegithe dialogue ends (if the
subject of theacceptis the subject of the dialogue), or the dialogue can passthieto
next proposition (if the subject of thecceptis another proposition and the dialogue
is the recursive phase following step 5). A signateject similarly indicates that the
dialogue can pass on to the next proposition (albeit wittio@iformer propsition being
accepted), and the rejection of the subject of the dialogtheiother way that a dialogue
can end.

Note that, in common with previous work on this kind of systagents are not al-
lowed to repeat exactly the same locution in a dialogue dfathly legal move available
to an agent under the protocol is to repeat itself in this Ween the dialogue terminates.
This is to prevent infinite dialogues in which one agent, faraple, repeatedly asserts
p. By “exactly the same” we mean the same locution instartiaiéh a logically equiv-
alent proposition, so thassertp) andasser{p A p) are considered the same locution,



precisely with preventing infinite dialogues in mind (sinze p contains no more in-
formation thafp we assume a rational agent would assertboth). The only exception
we allow to this rule is that an agent can assert a propositsaits own grounds. Thus,
as is often the casep,can be asserted as support for the previous assqrifchere is
no other argument for it anglis present in the agent’s knowledge base..

Note also that, for now, we don’t specify hdwmakes the decision in step 3 of the
protocol. Later we will disinguish between different waie tecision might be made
and see how these relate to different outcomes.

Example 1.As an example of a dialogue that can be held urérconsider the fol-
lowing.

2w = {p,p — q} M knowp

Yu ={p} M assert q Cg=1{a}
U challenge g
M assert p Cg =1{p,a}
U accept p Ualready has an acceptable argumentfor
M assert p— q

U challenge p— g

M assert p— q thisis allowed under the exception to the
repetition rule.
Csv={p,a,p— q}

U acceptp —

U acceptg

4 How beliefs change over time

Previous work on argumentation-based dialogues has tijpmancentrated on what
happensluring a singledialogue — this is certainly true of the work in [12-14] — and
has not contemplated what happens after a dialogue is ctenplewhat happens over
the course of several dialogues. In contrast, our intergt is in the process by which
an agent adapts its beliefs after a dialogue is ended, antleffleat this process has
over time. Indeed, the only related work we are aware of inrgnraentation context
is [11] which studies the way that beliefs change during glsiargumentation-based
dialogue.

4.1 Changes in belief after a single dialogue

Now, without having to commit ourselves to a specific dialguotocol, we can deter-
mine the situation that must hold at the end of a dialogueh Bbthe agents engaged in
the dialogue will havessered some propositions, and these will have become, in some
sense, common knowledge between the two agents. Furtherihi clear that some

of these propositions will be acceptable (in the sense ofgosiipported by an accept-
able argument) to one or both agents, and that there may pegtionsp that were
acceptable to an agent before a dialogue that are now norlaegeptable (because,
for example, the dialogue has established thats acceptable):



Proposition 1. For any proposition p, the status of p for an agent M may chaasea
result of a dialogue that M has with another agent U.

Proof. We have four cases to consider—that p is initiallyequtable or not acceptable,
and that p is a proposition itX’y; or is the conclusion of an argument fraly,. For the
result we simply have to show how the change in status may.occu

Let us assume that p is initially acceptable because it iscthreclusion of an ac-
ceptable argumentS, p) where SC X\ and p ¢ Xu. The dialogue may result in U
asserting an argument that undercuts the argument for ,ishen argument with con-
clusion—s for some s S, and if(S p) cannot defend itself against this argument, the
status of p will change from acceptable to not acceptable.

The case for which p is initially acceptable andspXy is very similar. Here p is
supported by the argume(fp}, p), and will change status if U asserts an argument
with conclusion-p which is preferred t¢{p}, p).

If p is initially not acceptable, this is either because thés no argument that sup-
ports it, or because the supporting argument is undercutdmgesargument A that the
supporting argument cannot defend itself against, and tsdefended against by any
other argument. This situation can easily change, for exanfiA is undercut by some
newly asserted argument, and this can happen for both theicashich pe X, and
the case in which p is the conclusion of an argun{&p) where SC X and pg .

These changes come about because the notion of acceptaaildn-monotonicAs a
dialogue betweeM andU proceeds, the set of propositiods; thatM uses to construct
arguments increases monotonically (since no locution®venpropositions from the
commitment store), but the set of acceptable arguments@hinitcrease or decrease.
(This is proved in [14].)

In many situations, it seems sensible for an agent to wamn@mber the status of
the propositions that are interesting to it at the end of tadue. This is appropriate,
for example, in our learning scenario. It might be considdess appropriate in a pur-
chasing scenario—security might dictate that an agent dhoatl remember sensitive
data beyond the end of a dialogue. Our concern here is not en Wis appropriate to
remember, but to identify mechanisms for doing so, and téoe®ptheir consequences.

There are four obvious ways to ensure that an alyergcalls the status of a propo-
sition following a dialogue witHJ and these are given below. For now, we will only
consider information ir”; andCS—we will come back td/; ; andJ; j later.

Definition 8 (Update Mechanisms)We define the followingiechanisms for updating
X)u at the end of a dialogue between agents M and U.

W1: ExpandXy to becomeXy U CSy.

L And can be easily seen in the following exampeinitially has just one argumert{q, q —
p}, p) for p, and by definition this is acceptabld.then puts forward the argumeffr,r —
—p}, —p) for —p. Both agents only have knowledge bases that consist of the suppgbeiof
arguments, and all propositions are equally preferred. After thensem@ument is asserted,
neither argument is acceptable to either agent, ankl'scset of acceptable arguments has
shrunk while its set of arguments has grown.



W2: ExpandX) with all s for which there exists a p such th& p) € A(Xw UCS)),
se Sand £ Y.

W3: ExpandXy with all logically distinct p such thatS p) € A(Xw UCSy) and SZ
M-

W4: Replace any g Xy such that(S, —-p) € A(Xy UCS)) with —p.

Of course, though we have stated the update mechanisné &one, there are sym-
metrical mechanisms fdy.

In other words, these mechanisms are as follows: (1) addtweg in U’'s com-
mitment store taVI’s knowledge base or (2) add those elements of the support of
propositiongp for which M only has an acceptable argumaeifier the dialogue; or (3)
add just the propositionsfor which M only has an acceptable argumaeiter the dia-
logue; or (4) replace any propositionsiiy; whose negations are now acceptable with
those negations.

In conjunction with Definition 8, we need to define what cangéis a good mecha-
nism for this updating. It seems reasonable to insist theatiffdate is to ensure that the
agent in question keeps a record of just those new propositiat it finds acceptable.

Definition 9 (Update Criteria). We define the followingriteria for updatinghe know-
ledge-based’y of agent M after a dialogue:

C1 Updating should cause the addition X4, of exactly those propositions that are
acceptable at the end of the dialogue but were not acceptadfiere the dialogue
began.

C2 After updating,A(Xw) should include all those arguments that are acceptable at
the end of the dialogue.

We can use these criteria to identify which mechanism fortipg should be adopted,
but first we need:

Lemma 1 (from [13]).If (S p) € A(Xwm) then(S,s) € A(Xw) for every se S.

In other words, every element of the support of an acceptatgement is itself the
conclusion of an acceptable argument.

Corollary 1. If an updating mechanism satisfies C1, then it satisfies C2.
Proof. Immediate from the definition of C1 and C2, and Lemma 1.

Thus C1 is a stronger criterion than C2 since it specifiesrtbadditional propositions
other than those that have become newly acceptable showdddesl. C2 allows for
the addition of propositions that result ¥j, generating arguments after the updating
that are not acceptable so long as all arguments that weepiadde at the end of the
dialogue can be constructed. Thus C2 does not impfy C1

2 This is just the simplest update rule we can imagine, rather than one we tbiné ae adopted
by a rational agent, but would be a possible update rule foctisdulousagents discussed in
[13].

3 We see no way of tightening C2 to malke X) generate exactly the arguments acceptable at
the end of the dialogue without losing valuable information.



Proposition 2. Mechanisms W1 and W2 satisfy C2, mechanism W3 satisfies €1, an
mechanism W4 fails to satisfy either criterion.

Proof. We examine each mechanism in turn, considering the chupdating”y, after
agent M has completed a dialogue with agent U.

W1 updates by adding every proposition inglCts Y. If M has asserted some
proposition that M does not find acceptable, then this willdoeled toX)y, (since all
propositions asserted by U end up in@8hether or not M finds them acceptable). W1
thus fails to meet C1 by including propositions that M doetsfimal acceptable, but by
adding everything that was asserted by U satisfies C2—allargwments, including
all the acceptable ones, can be constructed.

W2 updates by including the grounds for every p that has becacneptable as
a result of the dialogue, and so satisfies C2. It fails to $aii31, however, because it
does not include the p themselves (unless they are in thendsoof other acceptable
arguments).

W3 updates by adding t&), every logically distinct conclusion of every accept-
able argument whose support is not already whollyEip. Since Lemma 1 tells us that
every element of the support of such arguments will also edmclusion of an ac-
ceptable argument, the result will be to include all formeuthat are acceptable after
the dialogue but were not before, which exactly satisfies C1.

W4 updates by replacing every p M, that was acceptable before the dialogue
but is not afterwards byp. This is in line with C1 for those propositions which were
acceptable before the dialogue and have become unaccepalal result of it, but fails
to deal with propositions for which there was no argumenbleethe dialogue. W4 thus
satisfies neither C1 nor C2.

Given this result, the most suitable of these proceduresefasion seems to be W3,
since it satifies the strongest of the conditions, thougiminxiag the proof of Proposi-
tion 2 shows that W2 is very nearly as good.

As an illustration of how W3 works, consider the following.

Example 2.After the dialogue in Example 1) will add p — g andq to Xy since
there are acceptable arguments for these, and the grouritie fargument were not all
previously inXy. M will add nothing toX), sinceU asserted no propositions, and so
there are no new arguments that are accepthi¢ te note thatVl does not addj even
though it is not part of its original knowledge base.

4.2 Changes in belief over several dialogues

Our primary interest in this paper is to examine how the keogk-bases of agents
develop over time, which we measure in terms of a series dbglie@s. To track this
development we need the following definition:

Definition 10 (Degree of Agreement)Thedegree of agreeme®A between two sets
of formulae $and S is:
_1SNS|



Thus we define the agreement between two knowledge baseskigdaat the propor-
tion of formulae they have in common. Two knowledge baseslwbkhare no formulae
will have aDA of 0, and two knowledge bases which contain exactly the sanefs
formulae will have aDA of 1. Note that the measure as defined is symmetrical and
makes no attempt to identify whether one knowledge basentao®d in another, a
situation that could be considered another form of agreénwa acknowledge that
more sophisticated measures of agreement can be establisit¢his seems to suit our
requirements for now.

Given Definition 10 we can establish how a given dialogue gkarthe extent to
which two agents agree. It is simple to show that:

Proposition 3. If M and U engage in repeate®l” dialogues and update using W3 after
each, then the degree of agreement betwBgrand Xy may not increase.

Proof. For this proof it suffices to show that there is a waytf@ degree of agreement
to not increase.Consider that M starts a dialogue by assgnti, U challenges, and M
asserts the support for its argumeig p). If U rejects the first & S, then at the end of
the dialogue neither agent has anything to add to its knogédshse. This same process
can happen for every dialogue, and the degree of agreeméntbaX)y and Xy will
not increase.

There are several comments to make about this result. Thisfingt the result captures
an extreme case—over many dialogues it seems likely thaasit dme proposition will
be accepted by one agent, and so the degree of agreementaréase a little. How-
ever, the point the proposition makes is that there is noaguee that it will. The second
comment is that this can be viewed as a good thing. Gabbay adis\in their dis-
cussion of non-coooperation dialogues [6, 7] give the exarmifa police interrogation,
where it may very much be in an agent’s interests not to baipdesd that something is
true (that one committed a crime about which one has no krageléor example).

The main comment to make about this result is that thoughwteak — it just
says that after some dialogues the agents might not be asgrdim agreement — the
reason behind it suggests the subject deserves more gafimt. The reason that agents
might not have a greater degree of agreement after a dialisgas it is easy to see
from the proof of Proposition 3, that  finds s, that is some part dfi’s support for
(S p), unacceptable, it can justjectand end the dialogue. This can happen even if
M has information that would overturd’s objection tos if it were stated. It is this
latter possibility that seems worthy of elucidation, esalicwhen we realise that the
property of resisting an increase in agreement is not jusbpgsty of P”/, but also of
the various kinds of dialogue introduced in [13].

If we define:

Definition 11 (Closed Mouth Dialogue).A dialogue between two agents M and U is
a closed mouth dialogué either agent replies to an “ass€j)” with an immediate
“accept(p)” or “reject (p)” during the course of the dialogue.

Definition 12 (Open Mouth Dialogue). A dialogue between two agents M and U
is an open mouthed dialogué both agents can only reply to an “assém)” with
“challenge(p)” or “assert (—p)” before “reject(p)”.



As introduced the protocdP” can generate both open-mouthed and a closed-mouth
dialogues, but we can devise open and closed mouth versfdRS that can, respec-
tively, only generate open and closed mouth dialogues. @rse=d-mouth variant of
P, denotedPy,,, rejectswhenevethe asserted proposition is not acceptillecept-
ing otherwise. The open-mouthed variant, dend®g,, challenges whenever the as-
serted proposition is not acceptable unless such a challgagld be a repetition. When
it cannot challenge, the agent asserts the negation of fagtad proposition if that is
possible, and can only accept or reject when such an asséstimpossible. Finally
Pgy accepts if the proposition is acceptable and rejects oikerw

We are now nearly at a point where we can relate the form of iddeglie, open or
closed-mouth, to degree of agreement. Before we can makeasetation, however, we
need to consider that each agent “updates” its knowledge iawith the conclusions
p of all acceptable argumentS, p) that can be made froth; (in other words the agents
add evenyp such thatS, p) € A(%i)), doing a kind of pre-emptive W3 update.

With this condition, then, we have:

Corollary 2. 1f M and U engage in any series of dialogues unfgf, and update using
W3 after each, then the degree of agreement betdigeand Xy will not increase.

Proof. The proof follows quickly from 3. If U rejects wherethee proposition is unac-
ceptable, the only time it can possibly accept is if the psijan is immediately accept-
able, but in that case U must have an acceptable argument fuefore the dialogue
starts, and so the degree of agreement will not increase.

which makes the point that some closed mouth dialogues &amgle we have the
result for is only one example of a closed mouth dialoguejemetwo agents increasing
their degree of agreement. If we didn’t add the conditionhenknowledge bases before
the dialogue, of course, then the degree of agreement woatdase ifM’s assertion
madeU “realise” that it had grounds to suppgrtll along but just hadn't generated an
argument foip.

The key thing about an open-mouthed dialogue is that eacit hge to explain why
it finds a propositiomp unacceptable, challenging if it doesn’t have enough infdrom
to construct a support for it, and assertimgif it has an argument against it. This results
in:

Proposition 4. At the end of a dialogue about p undgf,, between agents M and U,
p must have the same status for M and U.

Proof. By definition, in an open mouthed dialogue, if one aglees not have an ac-
ceptable argument for a proposition p asserted by the othkags to either challenge,
which will lead to the assertion of other propositions, oses —p, which will result
in a challenge and the assertion of the grounds-fgr This process will recurse until
neither agent has anything more challenges or assertiomaake, and all the infor-
mation which either agent can bring to bear on the subjectlieen deployed. At this
point both agents have access to the same set of argumemsrnomg every p asserted
by both agents (otherwise the recursion would not have stp@nd both agents will
have to grant every p that has been asserted the same status.

4 Other closed mouth variants &f’may immediately reject some assertions and not others.



This result takes us close to being able to identify openitirexl dialogues with in-
creases in the degree of agreement, but we first have to eortsides like that in the
following example:

Example 3.All propositions have the same preference level:

Xm={pAq} Mknowp
Xy = {pA-q} M asserq csi = {a}
U challengey
M asserp A q
U challengep A g
M asserp A g
U assert-q Cy ={—q}
M challenge—q
U asserp A —q
M reject—q

Here agreement on the statugjoheans both find unacceptable -M has an argument
for g, but it is undercut by the:qin CS;, U has an argument fofq but this is undercut

by theq in CSy — and so neither will update it&. This is the kind of situation in

which, in human argumentation, we say “we must agree to thedgBoth sides have

heavily entrenched beliefs that lead to inconsistent jprstthat cannot be resolved.
We capture this in the notion afeadlock

Definition 13 (Deadlock). Two agents M and U areleadlockedover p if (S p) €
A(Xw) or (Sp) € A(Xy), but(Sp) € A(Xuw U Zy).

The notion of deadlock captures exactly the case in the eleaaijpve as well as the
case where botM and U initially have an acceptable argument farbut these ar-
guments are built on contradictory grounds — the groundskheilexposed by the di-
alogue, and neither agent ends up finding the subject of #leglie acceptable (of
course, in such a case one might want to revise not just by W3ybtemoving some
propositions, but we will leave such considerations foufatwork — the system we
deal with here would just end the dialogue with the contrgalicunresolved in such a
case).

Proposition 4 captures the limits of persuasive argumiemtzt least as far as open-
mouthed dialogues are concerned. In an open-mouth diakeggele agent says all that
it has to say relating to a subject, but that does not guagdatereate agreement. How-
ever, we have a more “agreeable” result if agents are notalekat:

Proposition 5. If two agents M and U engage in a dialogue und#,, with subject
p, and update using W3 after, then the only cases in which K&R, X ) does not
increase as a result of the dialogue is when either (1) thentsgleoth initially have the
same acceptable argument for p or (2) the agents are deagliboker p and all the
grounds for p that M asserts.

Proof. Consider the progress of an open mouth dialogue axlsié in the proof of
Proposition 4. There are only two ways that this process adgll lead to some new



propositions being accepted by one of the agents, thusdsitrg DA Xy, X ). One
way is if every assertion is met with an accept. For this toH®edase, the two agents
must have exactly the same argument for p (and it must be tdidepr otherwise it
could not be asserted by either). The other way is if evergréies is ultimately met
with a reject, and that can only happen if the agents are dazaid on every proposition
that is asserted — p and every proposition that is in the gdsiufior p that are asserted
by M.

Thus over many dialogues, we can say that the knowledge bat#es two agents will
converge—if they talk for long enough, then they will agree:

Proposition 6. If M and U engage in n successive dialogues uriégy, with different
subjects, update using W3 after, and are not deadlockedtadmu of the assertions
made during the dialogues, then:

nhnolo DA(ZM, Eu) =1
Proof. Under the conditions stated, Proposition 5 tellshet for each dialogue, either
the degree of agreement will increase after that dialoguethe agents already had
the same acceptable argument for the subject of the dial&jnee the subject changes
after each dialogue, this means that asnoo, either the degree of agreement increases
monotonically, or the agents had exactly teh same set ofgitipns to begin with (and
so had the same acceptable argumentdeerysubject). In the former case the degree
of agreement increases to 1, in the latter case it was 1 tabegh.

We need the condition about the dialogues having diffeneljests to prevent the case
in which the agents keep having the same dialogue (or smék et of dialogues)
and the degree of agreement never moves beyond someevatué. In addition, as
the proof points out, there is a degenerate case of “conwegjdan which the two
agents started out with identical knowledge bases. Howexeept for this case the
convergence is real, and seems likely to be quick. Givenditipn 4, we know that
the degree of agreement of the agents will increase by t éesproposition (the
subject of the dialogue) each time, and so convergence egjllire at mosN rounds
of dialogue, whereN = | Xy U X |°. Finally, we should mention that the condition
on deadlock is required for the theorem as stated, but miginélaxed without serious
effect on what happens in real dialogues — if the agents aadldeked on some set
of propositions, but this set is small compared wiffy, U Xy, then the degree of
agreement will approach 1.

4.3 Lying and modelling other agents

The results so far concentrate on change&'jpand Xy. We can also derive conver-
gence results for the sets of lies each agent hasdgld,andJy v, and for the models

5 Note though that convergence will require both agents to carry out penseasion — recall
that in Example 2M did not addq to its knowledge base. Forto be accepted byl, U would
have to asseq in some later dialogue.



each agent has of the othéfy y andIy m. Let’s start by consideringi y andIy m,
and extend our update procedure W3 so that at the end of a deaithU, M not only
updates its knowledge bas&, with all the propositiong for which it has an accept-
able argument, but also updates its explicit moddlafith information it knows that
U now accepts. With this additional informatiaky = Xy U I'y,y U CSy.

We need some additional definitions:

Definition 14 (Sound Model).If Iy y is the model M has of the beliefs of U, then it is
asound modedf U ifp e Iy y iffp € Xy.

Definition 15 (Complete Model).If Iy y is the model M has of the beliefs of U, then
it is a complete modedf U if p € Xy iffp € Imu-

With these we can extend Proposition 6 to get:

Proposition 7. If M and U engage in n successive dialogues urigy, with differ-
ent subjects, and update using W3 after, then as to, 1w,y becomes a sound and
complete model of U.

Proof. Clearlylw y is sound and complete if Ay u, Xy) = 1. Since updatind u,u
takes place in the same way as updatig, the result follows directly from Proposi-
tion 6.

Thus if they talk for long enough, one agent will converge osoand and complete
model of the other’s beliefs. As our discussion of Proposit argues, the number of
dialogues required for this convergence is linear in the sizthe agents’ knowledge
bases.

Finally, for agents that are lying, we need to add in dheso thatAy = Yy U
Ju.u U CSy. Recall that the idea aly y is that it records things tha#l believes are
false, but uses to build arguments that it seeks to perduadi¢gh — the arguments are
not acceptable td1 (and in [18] we introduce new semantics fagsertto deal with
this) — and records in order to attempt to only assert thingd that are consistent
with the contents o8l y. In such a situation, wha#! wishes to avoid is being caught
in alie:

Definition 16 (Caught in a Lie). An agent iscaught in a lie ovep if it is forced to
assert both p anehp in the same dialogue.

We have to define being caught in a lie like this, rather thangkample, as the asser-
tion of p and—p in different dialogues, since an agent may do this innogehtving
changed the status pfin between.

Proposition 8. If M and U engage in a n successive dialogues urigfgy, with different
subjects, then if M lies to U about p and the probability of Mnigecaught in a lie over
p is denoted byr(c(p)), then:

lim Pr(c(p)) =1

n—oo



Proof. If M is in an open-mouthed dialogue with U, M always a®ack up its po-
sition on every proposition p, and this involves stating sbpport S, where S may be
drawn from Xy or Jy y. Given what U utters, there is some probability that a given
proposition k will be required to be asserted as such supf@yt(we allow this to
vary from proposition to proposition). Assuming the proitiies of needing to as-
sert p and—p are independent, the probability that M will be caught ini@ik thus
Pr(c(p)) = Pp - P-p (Which may be very small), and so the probability of not being
caughtisl — P, - P, which is, by definition, less than After n dialogues, the proba-
bility of not being caught] — Pr(c(p)) = (1 — Py - P-p)", and this will converge t0
as n tends t@o. Thus the result holds.

Indeed, the result holds even if, Rnd P, are not independent—simply replace
Pp - P-p with P, -5, and so long as this is not zero, as long as it is possible thatil/
be caught, the probability of being caught converges to lhasiumber of dialogues
increases.

In other words, the more dialogues thdtand U engage in, the greater the chance
thatM will be caught in a lie. This result depends only on the propsof Py, (in a
dialogue undefP{,,, M would not have to produce grounds) and not the properties of
any update operator.

5 Conclusions

This paper has extended the work of [14], which identifiedrtrege of possible out-
comes of argumentation-based dialogues. Here we havedewadiwhat happens at the
end of a dialogue—that is what mechanisms are suitable feriadt an agent’s record
of what it believes as a result of a dialogue—and how what hagppethe end of a di-
alogue impacts how an agent’s beliefs change after a sequdnitialogues. Our main
result is that the way the beliefs change over this sequeaperdl on the properties
of the dialogues themselve, and under certain circumssatice beliefs of two agents
tend to converge as the number of dialogues they engagewsgro

There are three ways that we intend to pursue extensiongstevtitk. One is to
consider the mechanisms we have for updating beliefs atrileoga dialogue from
the perspective of belief revision [8]. The mechanism wepsed here can clearly be
considered as a belief revision mechanism, the questiométher it conforms to the
standard properties for such a mechanism. The second ®xens plan is to work
back towards the results obtained in [14]. That work, in casttto ours, considered the
results of just a single dialogue, and made precise predi&bout the outcome based
on the contents of the participating agents’ knowledge ©a®er work looks at the
outcomes of a sequence of dialogues in very general terrdsywarwould like to see
if we can make more precise predictions if we look at the austef the particpants’
knowledge bases in more detail. Finally we intend to looktheoforms of open and
closed mouth dialogues — the ones we have considered hetgvareariants of a
single protocol — seeking to identify what properties had dpen and closed mouth
dialogues in general.
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