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Abstract. When deliberating about what to do, an autonomous agent geast
erate and consider the relative pros and cons of the diffepgions. The situation
becomes even more complicated when an agent is involveaintadeliberation,
as each agent will have its own preferred outcome which mangd as new
information is received from the other agents involved ie treliberation. We
present an argumentation-based dialogue system thatsadigents to come to an
agreement on how to act in order to achieve a joint goal. Talgie strategy
that we define ensures that any agreement reached is adecjatadach agent,
but does not necessarily demand that the agents resolveue gteir differing
preferences. We give properties of our system and discissstpe extensions.

ACM Category: 1.2.11 Multiagent system&eneral terms: Theory.
Keywords: dialogue, argumentation, agreement, strategy, deliberaction.

1 Introduction

When agents engage in dialogues their behaviour is infleebg@ number of factors
including the type of dialogue taking place (e.g. negatiatdr inquiry), the agents’

own interests within the dialogue, and the other partietigipating in the dialogue.

Some of these aspects have been recognised in Walton anbd&atharacterisation
of dialogue types [1]. Some types of dialogue are more adviatshan others. For
example, in a persuasion dialogue an agent may try to fosagpibonent to contradict
itself, thus weakening the opponent’s position. In a detiien dialogue, however, the
agents are more co-operative as they each share the same getdblish agreement,
although individually they may wish to influence the outcameheir own favour.

We present a dialogue system for deliberation that alloventgto reason and ar-
gue about what to do to achieve some joint goal but does natreetihem to pool their
knowledge, nor does it require them to aggregate their praées. Few existing dia-
logue systems address the problem of deliberation ([2 hatable exceptions). Ours
is the first system for deliberation that provides a dialogiuategy that allows agents
to come to an agreement about how to act that each is happydespite the fact that
they may have different preferences and thus may each beiagr®r different rea-
sons; it couples a dialectical setting with formal methaatsargument evaluation and
allows strategic manoeuvring in order to influence the djatooutcome. We present an
analysis of when agreement can and cannot be reached wigyst@m; this provides



an essential foundation to allow us to explore mechanisatsaifow agents to come to
an agreement in situations where the system presented lagr&aih

We assume that agents are co-operative in that they do négadisne another
and will come to an agreement wherever possible; howeveln, agent aims to satisfy
its own preferences. For the sake of simplicity, here wegrea two party dialogue;
however, the assumed co-operative setting means that nhimydifficult issues which
normally arise with multi party dialogues (e.g. [4]) are @ad here. We believe it
to be straightforward to extend the system to allow multgdeticipants, for example
following the approach taken in [5].

We describe the setting envisaged through a characteststitario. Consider a sit-
uation where a group of colleagues is attending a conferamde¢hey would all like to
go out for dinner together. Inevitably, a deliberation kéce where options are pro-
posed and critiqued and each individual will have his owrfgrences that he wishes
to be satisfied by the group’s decision. It is likely that theill be a range of differ-
ent options proposed that are based on criteria such ag/gbhef cuisine desired; the
proximity of the restaurant; the expense involved; theangstnt's capacity; etc.

To start the dialogue one party may put forward a particulappsal, reflecting his
own preferences, say going to a French restaurant in thedemtne. Such an argument
may be attacked on numerous grounds, such as it being a daxaviay, or it being
expensive. If expense is a particular consideration foresorambers of the party, then
alternative options would have to be proposed, each of wiiaj have its own merits
and disadvantages, and may need to consider the prefesdready expressed. We can
see that in such a scenario the agents , whilst each havimgtie preferred options,
are committed to finding an outcome that everyone can agree to

We present a formal argumentation-based dialogue systdmartdle joint delib-
eration. In section 2 we present the reasoning mechanissaghrwhich agents can
construct and propose arguments about action. In sectiandefine the dialogue sys-
tem and give an example dialogue. In section 4 we presenta@gsis of our system
and in section 5 we discuss important extensions. In se6tige discuss related work,
and we conclude the paper in section 7.

2 Practical arguments

We now describe the model of argumentation that we use tov aldgents to reason about
how to act. Our account is based upon a popular approachuonamf characterisation,
whereby argumentation schemes and critical questionssae as presumptive justifi-
cation for generating arguments and attacks between thesrffiments are generated
by an agent instantiatingstheme for practical reasoninghich makes explicit the fol-

lowing elements: the initial circumstances where actioreguired; the action to be
taken; the new circumstances that arise through actingyahkto be achieved; and the
social value promoted by realising the goal in this way. Teteesne is associated with
a set of characteristic critical questions (CQs) that candeal to identify challenges
to proposals for action that instantiate the scheme. Anvanfi@ble answer to a CQ
will identify a potential flaw in the argument. Since the stlgemakes use of what are
termed as ‘values’, this caters for arguments based on ciugereferences as well



as more objective facts. Such values represent qualitedigial interests that an agent
wishes (or does not wish) to uphold by realising the goakstfi].

To enable the practical argument scheme and critical quresstipproach to be pre-
cisely formalised for use in automated systems, in [8] it \weafined in terms of an
Action-based Alternating Transition System (AATS) [9], s is a structure for mod-
elling game-like multi-agent systems where the agents eaiopn actions in order to
attempt to control the system in some way. Whilst the forgmadi given in [8,9] are
intended to represent the overall behaviour of a multi-aggstem and the effects of
joint actions performed by the agents, we are interestedpresenting the knowledge
of individual agents within a system. Hence, we use an atlaptaf their formalisms
(first presented in [5]) to define\&alue-based Transition Syst€WATS) as follows.

Definition 1: A Value-based Transition System(VATS), for an agent:, denotedS®,
is a 9-tuple(Q”®, ¢&, Ac®, Av®, p*, 7, d* 7% 6%) S.t.:

Q" is a finite set obtates

g5 € Q" is the designatethitial state

Ac” is a finite set ofctions

Av® is a finite set ofalues

p* o Ac® — 297 is anaction precondition functigrwhich for each actiom € Ac”
defines the set of statpsa) from whicha may be executed;

T8 . Q¥ x Ac® — Q7 is a partial system transition functigrwhich defines the state
7% (g, a) that would result by the performance®from stateg—n.b. as this function is
partial, not all actions are possible in all states (cf. thegondition function above);

&7 is a finite set oAtomic propositions

7 Q% — 2% is aninterpretation functionwhich gives the set of primitive proposi-
tions satisfied in each stateyife 7*(q), then this means that the propositional variable
p is satisfied (equivalently, true) in stajeand

0% 1 Q% x QF x Av* — {4, —, =} is avaluation functionwhich defines thstatus
(promoted ¢), demoted <), or neutral )) of a valuev € Av® ascribed by the agent
to the transition between two state:(q, ¢, v) labels the transition betweepand ¢’
with respect to the value € Av*.

Note,Q* = 0 +» Ac® =0 +> Av® =0 <> &* = ().
Given its VATS, an agent can now instantiate the practicakoeing argument

scheme in order to construct arguments for (or againstpretio achieve a particu-
lar goal because they promote (or demote) a particular value

Definition 2: An argument constructed by an agent from its VATSS? is a 4-tuple
A = (a,p,v,s) Stigy = ¢f; a € Ac”; T%(qz,a) = ¢y, p € T(qy); v € AV7;
0% (qs, gy, v) = s Wheres € {+, —}.

We define the functionfict(A) = a; Goal(A) = p; Val(A4) = v; Sign(A) = s.

If Sign(A) = +(—resp.), then we sayl is an argumenfor (againstresp.) actior.
We denote theet of all arguments an agent: can construct from S* as Args®; we
let Args, = {A € Args" | Goal(A) = p}.

The set ofvalues for a set of argumentst’ is defined asvals(X) = {v | 4 €
X andVal(4) = v}.



If we take a particular argument for an action, it is posstblgenerate attacks on
that argument by posing the various CQs related to the pedagasoning argument
scheme. In [8], details are given of how the reasoning withatgument scheme and
posing CQs is split into three stag@soblem formulationwhere the agents decide on
the facts and values relevant to the particular situatiatteniconsideratiorepistemic
reasoning where the agents determine the current situation withe@sp the struc-
ture formed at the previous stage; aation selectionwhere the agents develop, and
evaluate, arguments and counter arguments about what kbede, we assume that the
agents’ problem formulation and epistemic reasoning atmdand that there is no
dispute between them relating to these stages; hence, wetdomsider the CQs that
arise in these stages. That leaves CQ5-CQ11 for conside@ss numbered in [8]):
CQ5: Are there alternative ways of realising the same consezpgsh
CQE6: Are there alternative ways of realising the same goal?

CQ7: Are there alternative ways of promoting the same value?

CQ8: Does doing the action have a side effect which demotes tlue?a

CQ9: Does doing the action have a side effect which demotes stimee walue?
CQ10: Does doing the action promote some other value?

CQ11: Does doing the action preclude some other action which dvptdmote some
other value?

We do not consider CQ5 or CQ11 further, as the focus of thegis is to agree to
an action that achieves tigeal, hence, the incidental consequences (CQ5) and other po-
tentially precluded actions (CQ11) are of no interest. Waufoinstead on CQ6-CQ10;
agents participating in a deliberation dialogue use thé&3e G identify attacks on pro-
posed arguments for action. These CQs generate a set of emgaifor and against
different actions to achieve a particular goal, where eaghraent is associated with
a motivating value. To evaluate the status of these arguameatuse a Value Based
Argumentation Framework (VAF), introduced in [7]. A VAF is &xtension of the ar-
gumentation frameworks (AF) of Dung [10]. In an AF an arguftrismdmissible with
respect to a set of arguments S if all of its attackers areksthby some argument in
S, and no argument in S attacks an argumentin S. In a VAF amegusucceeds in
defeating an argument it attacks only if its value is ranketiigh, or higher, than the
value of the argument attacked; a particular ordering ofvéilaes is characterised as
an audience Arguments in a VAF are admissible with respect to an audieh@and
a set of arguments S if they are admissible with respect totBerAF which results
from removing all the attacks which are unsuccessful giteratudience A. A maximal
admissible set of a VAF is known agegeferred extensian

Although VAFs are commonly defined abstractly, here we givénatantiation in
which we define the attack relation between the argumentsdion 1 of the following
attack relation allows for CQ8 and CQ9; condition 2 allows@§10; condition 3 al-
lows for CQ6 and CQ7. Note that attacks generated by comditare not symmetrical,
whilst those generated by conditions 2 and 3 are.

Definition 3: Aninstantiated value-based argumentation framework(iVAF ) is de-
fined by a tupld X, A) s.t. X is a finite set of arguments andl C X' x X' is theattack
relation. A pair (A;, A;) € Ais referred to as ‘A; attacksA;” or “ A; is attacked by



A;”. For two argumentsA; = (a,p,v,s), A; = (d’,p/, v, s") € X, (4;, A;) € Alff
p = p’ and either:

l.a=d,s=—ands = +;or

2.a=d,v#v ands =5 = +; or

3.a#d ands = s = +.

An audiencefor an agentz over the valued/ is a binary relationR* C V x V that
defines dotal orderoverV. We say that an argumedt; is preferred to the argument
A; in the audiencék”, denotedd; -, A;, iff (Val(4;), (Val(4;)) € R*. If R* is an
audience over the valués for the iVAF (X, A), thenVals(X) C V.

We use the term audience here to be consistent with thetliterat does not refer
to the preference of setof agents; rather, we define it to represent a particulartagen
preference over a set of values.

Given an iVAF and a particular agent’s audience, we can oeier acceptability of
an argument as follows. Note that if an attack is symmetrentan attack only succeeds
in defeat if the attacker is more preferred than the argurbeimy attacked; however,
as in [7], if an attack is asymmetric, then an attack succeedsfeat if the attacker is
at least as preferred as the argument being attacked.

Definition 4: Let R* be an audience and Ié&t’, A) be an iVAF.

For (A4;, A;) € As.t.(4;,A;) ¢ A, A, defeatsA; underR” if A; #, A,.

For (A4;, A;) € As.t.(4;,4;) € A, A, defeatsA; underR” if A; =, A,.

An argument4; € X is acceptable w.r.tS underR® (S C X) if: for every4; € X
that defeatsd; underR?®, there is somel,, € S that defeats4; underr®.

A subsetS of X is conflict-free underR® if no argumentd; € S defeats another
argumentd; € S underR”.

A subsefS of X' is admissibleunderR?® if: S is conflict-free inR* and everyA € S is
acceptable w.r.5 underr®.

A subsetS of X is a preferred extensionunderR? if it is a maximal admissible set
underRr?®.

An argumentd is acceptablein the iVAF (X', A) under audienc&” if there issome
preferred extension containing it.

We have now defined a mechanism with which an agent can deteattiacks be-
tween arguments for and against actions, and can then usel@ring over the values
that motivate such arguments (its audience) in order taehéte their acceptability. In
the next section we define our dialogue system.

3 Dialogue system

The communicative acts in a dialogue are caltes’es\We assume that there are always
exactly two agentsp@rticipantg taking part in a dialogue, each with its own identifier
taken from the seT = {1, 2}. Each participant takes it in turn to make a move to the
other participant. We refer to participants using the J@désx andz such thatz is 1
ifandonly ifzis2; z is2if and only if T is 1.



Move |Format

open |{x,open,~)
assert|(z, assert, A)
agree |(z,agree, a)
close |{z,close,~)

Table 1. Format for moves used in deliberation dialogugds a goal;a is an action;A is an
argument;z € {1, 2} is an agent identifier.

A move in our system is of the forfdgent, Act, Content). Agent is the identifier
of the agent generating the mowvt is the type of move, and th@ontent gives the
details of the move. The format for moves used in delibenadi@logues is shown in
Table 1, and the set of all moves meeting the format definedabiieTl is denoted
M. Note that the system allows for other types of dialoguestgdnerated and these
might require the addition of extra moves. Al§ender : M — T is a function such
thatSender((Agent, Act, Content)) = Agent.

We now informally explain the different types of move: @penmove(z, open, 7y)
opens a dialogue to agree on an action to achieve theygaahssertmove(x, assert, A)
asserts an argumedtfor or against an action to achieve a goal that is the topibef t
dialogue; aragreemove(x, agree, a) indicates that: agrees to performing actianto
achieve the topic; elosemove(z, close, v) indicates that wishes to end the dialogue.

A dialogue is simply a sequence of moves, each of which is nfiade one par-
ticipant to the other. As a dialogue progresses over timegevmte each timepoint by
a natural number. Each move is indexed by the timepoint whemtove was made.
Exactly one move is made at each timepoint.

Definition 5: A dialogue denotedD?, is a sequence of moves,, ..., m;] involving
two participants inZ = {1, 2}, wheret € N and the following conditions hold:

1.m, is a move of the forn, open, ) wherex € 7
2.Sender(mg) € Zfor1 <s <t
3.Sender(ms) # Sender(mgy1) forl <s <t

Thetopic of the dialogueD?! is returned byTopic(D?) = +. The set of all dialogues is
denotedD.

The first move of a dialogu®® must always be an open move (condition 1 of
the previous definition), every move of the dialogue must lzelenby a participant
(condition 2), and the agents take it in turns to send movesdition 3). In order to
terminate a dialogue, either: two close moves must appeairomediately after the
other in the sequence (aatched-close or two moves agreeing to the same action
must appear one immediately after the other in the sequaneg(eed-closg
Definition 6: Let D* be a dialogue s.fTopic(D?) = ~v. We say thatn, (1 < s < t), is
e amatched-close forD? iff m,_1 = (z,close, ) andm, = (T, close, 7).
e anagreed-close forD? iff ms_1 = (x, agree, a) andmg = (T, agree, a;
We sayD! has afailed outcomeiff m; is a matched-close, whereas we sayhas a
successful outcomef a iff m; = (x, agree, a) is an agreed-close.

So a matched-close or an agreed-close will terminate agliel®® but only if D*
has not already terminated.



Definition 7: Let D? be a dialogueD? terminates att iff m; is a matched-close or an
agreed-close foD? and—3s s.t.s < t, D extendsD? (i.e. the firsts moves ofD? are
the same as the sequenPé) and D? terminates ak.

We shortly give the particular protocol and strategy fumrcsi that allow agents to
generate deliberation dialogues. First, we introduce ssubsidiary definitions. At any
point in a dialogue, an agemtcan construct an iVAF from the union of the arguments
it can construct from its VATS and the arguments that have lasserted by the other
agent; we call thig’s dialogue iVAE
Definition 8: A dialogue iVAF for an agentr participating in a dialogueD? is denoted
dVAF(z, D). If D! is the sequence of moves/m, ..., m;], thendVAF(z, D?) is the
IVAF (X, A) whereX' = Argst i pry U{A | Imy = (T, assert, A)(1 < k < )}

An action isagreeablelo an agent: if and only if there is some argumefar that

action that is acceptable iris dialogue iVAF under the audience that represergs
preference over values. Note that the set of actions thagmezable to an agent may
change over the course of the dialogue.
Definition 9: An actiona is agreeablein the iVAF (X, A) under the audienc®” iff
JA = (a,v,v,+) € X s.t. A is acceptable inX, A) underR*. We denote theet
of all actions that are agreeable to an agent participating in a dialogue D! as
AgActs(z, D), s.t.a € AgActs(z, D) iff a is agreeable idVAF(z, D*) underR®.

A protocol is a function that returns the set of moves thatpmmenissible for an
agent to make at each point in a particular type of dialogeeehklve give a deliberation
protocol. It takes the dialogue that the agents are padtiicig in and the identifier of
the agent whose turn it is to move, and returns the set of gsiioié moves.

Definition 10: Thedeliberation protocol for agentz is a functionProtocol, : D
©(M). Let D! be a dialogue { < t) with participants{1, 2} s.t.Sender(m;) = T and
Topic(D?) = 7.

Protocol, (D') = P25(D*) U P2§(D*) U {(z, close, ) }
where the following are sets of moves arid= {1, 2}.

P2(D') = {(x, assert, A) | Goal(4) =~
and
—3Imy = (o', assert, A)(1 <t <t)

P2%(D") = {(x,agree,a) | either
(I)my = (T, agree,a)}
else
(2)(@my = (T, assert, (a,v,v,+)) (1 < t' <)
and
(if Imyr = (x, agree, a))
then 3A, myn = (x, assert, A)
(t// < t/// S t)))}

The protocol states that it is permissible to assert an aggtias long as that argu-
ment has not previously been asserted in the dialogue. Amt aga agree to an action



t

Pick(S2)(D") iff 52

( (D) #0
Pick(SP™*)(D')  iff S%(D') =0
( (DY)
(DY)

andSPP (DY) £ 0
SPP( DY) = ) and S (DY) #£ 0

Strategy,, (D') = _
t — Sgrop(Dt) — S;tt(Dt) — @

Pick(52%) (DY) iff 5%(D!
(x, close, Topic(D?")) iff 528

where the choices for the moves are given by the followingsiglidry functions ' <
{z, 7}, Topic(D") = 7):

SE(D") = {(,agree,a) € PE(D") |a € AgActs(z, D")}
SPoP(DY) = {(w, assert, A) € P2(D") | A € Args?, Act(A) = a,Sign(4) = + and
a € AgActs(z, D")}
= {{x,assert, A) € P2*(D") | A € Args?, Act(A) = a,Sign(A) = —,
a € AgActs(z, D) and3Im, = (z’,assert, A’)
(1 <t <t)s.tAct(A") =aandSign(4’) = +}

S;tt (Dt)

Fig. 1. The strategy function uniquely selects a move according to the followimgference or-
dering (starting with the most preferred): an agree magg, @ proposing assert moverbp), an
attacking assert movett), a close movedose).

that has been agreed to by the other agent in the preceding foondition 1 ofP28);
otherwise an agent can agree to an action that has been proposed by the other par-
ticipant (condition 2 ofP2g) as long as itr has previously agreed to that action, then

x has since then asserted some new argument. This is becausanvéo avoid the
situation where an agent keeps repeatedly agreeing to amdhat the other agent

will not agree to: if an agent makes a move agreeing to anraetia the other agent
does not wish to also agree to that action, then the first agest introduce some new
argument that may convince the second agent to agree bedorg able to repeat its
agree move. Agents may always make a close move. Note, liaigistforward to check
conformance with the protocol as it only refers to publioedats of the dialogue.

We now define dasic deliberation strategyit takes the dialogué® and returns
exactly one of the permissible moves. Note, this strateggemase of a functioRick :
p(M) — M. We do not defindick here but leave it as a parameter of our strategy
(in its simplest formPick may return an arbitrary move from the input set); hence
our system could generate more than one dialogue dependitigealefinition of the
Pick function. In future work, we plan to design particuRitk functions; for example,
taking into account an agent'’s perception of the other gipetht (more in section 5).

Definition 11: Thebasic strategyfor an agentx is a functionStrategy, : D — M
given in Figure 1.

A well-formed deliberation dialoguis a dialogue that has been generated by two
agents each following the basic strategy.

Definition 12: Awell-formed deliberation dialogueis a dialogueD? s.t.vt' (1 < ' <
t), Sender(m! ) = x iff Strategy, (D' ~1) = my

We now present a simple example. There are two participatyegts {1, 2}) who
have the joint goal to go out for dinner togethéir(). Act U Ac? = {it,ch} (it: goto
an ltalian restauranth: go to a Chinese restaurant) add' U Av? = {d,el,e2,c}
(d: distance to travelel: agent 1's enjoymeng2: agent 2’s enjoyment;: cost). The
agents’ audiences are as follows.



d=1el=1c+1e2
croe29el =5d

Agent1 starts the dialogue.
my = (1, open, din)

The agents’ dialogue iVAFs at this opening stage in the diadocan be seen in Figs. 2
and 3, where the nodes represent arguments and are labétethgvaction that they

are for (or the negation of the action that they are agaimst)the value that they are
motivated by. The arcs represent the attack relation betaeguments, and a double
circle round a node means that the argument it representséptable to that agent.

el /d

C
ok

Fig. 2. Agent 1's dialogue iVAF at t = 1gVAR1, D).

()

e2

Fig. 3. Agent 2's dialogue iVAF at t = 1gVAR?2, D').

At this point in the dialogue, there is only one argumfamtan action that is ac-
ceptable to2 ((ch,din,c,+)), hencech is the only action that is agreeable 202
must therefore assert an argument that it can construcbiagdo the Chinese restau-
rant. There are two such arguments thatRiek function could select(¢h, din, ¢, +),
(ch,din, e2,+)). Let us assume thath, din, ¢, +) is selected.

mo = (2, assert, (ch,din, c,+))

This new argument is added t¢s dialogue iVAF, to givedVAR 1, D?) (Fig. 4).

Although agen® has proposed going to the Chinese restaurant, this actioot is
agreeable to agerit at this point in the dialogue (as there is no argument for this
action that is acceptable in Fig. 4). There is, however, guraent for the actiorit
((ut, din, d, +)) that is acceptable i’s dialogue iVAF (Fig. 4), and so going to the
Italian restaurant is agreeable 1o Hence,1 must make an assert move proposing
an argument for the actioit, and there are three such arguments thattiek func-
tion can select from((t, din, d, +), (it, din, ¢, +), (it, din, el, +)). Let us assume that
(it, din, ¢, +) is selected.



Fig. 4. Agent 1's dialogue iVAF at t = 20VAK1, D?).

ms = (1, assert, (it, din, c,+))

This new argument is added 2 dialogue iVAF, to givedVAR2, D?) (Fig. 5).

Fig.5. Agent 2’s dialogue iVAF at t = 3JVAR2, D?).

Going to the Italian restaurant is now agreeable to ageinice the new argument
introduced promotes the value ranked most highly for ageme. cost, and so this
argument is acceptable. Sbagrees to this action.

my = (2, agree, it)

Goingto the Italian restaurant is also agreeable to ag@#the argumenit, din, d, +)
is acceptable in its dialogue iVAF, which is still the samelz shown in Fig. 4 a8
has not asserted any new arguments), héralso agrees to this action.

ms = (1, agree, it)

Note that the dialogue has terminated successfully andgbats are each happy to
agree to go to the Italian restaurant; however, this acti@greeable to each agent for a
different reason. Ageritis happy to go to the Italian restaurant as it promotes theeval
of distance to travel (the Italian restaurant is close byjemgas agert is happy to go
to the Italian restaurant as it will promote the value of dastit is a cheap restaurant).
The agents need not be aware of one another’s audience intorgach an agreement.
It is worth mentioning that, as we have left tRek function unspecified, our strat-
egy could have generated a longer dialogue if, for exampglentd had instead chosen
to assert the argumefit, din, d, +) at the movens. This illustrates how an agent'’s
perception of the other participant may be useful: in the&ipres example ageritmay
make the assumption that, as agehts previously asserted an argument that promotes



cost, cost is something that agéntalues; or an agent may use its perception of another
agent’s personality to guide argument selection [11].

Another point to note concerns the arguments generated BYCRuch arguments
do not dispute that the action should be performed, but doutisthe reasons as to
why, and so they are modelled as attacks despite being feathe action. Pinpointing
this distinction here is important for two main reasonssiiyr an advantage of the
argumentation approach is that agents make explicit thereaas to why they agree
and disagree about the acceptability of arguments, andctteptability may well turn
on such reasons. Where there are two arguments proposée feaiine action but each
is based upon different values, an agent may only acceptdguenent based on one of
the values. Hence such arguments are seen to be in conflicn @, by participating
in dialogues agents reveal what their value orderings argyoited out in [12]. If
an agent will accept an argument for action based upon orteydar value but not
another, then this is potentially useful information fotue dialogue interactions; if
agreement is not reached about a particular action propbsal dialogue participants
will know the values an opposing agent cares about and thiggale the selection of
further actions to propose, as we discuss later on in seBtion

A final related issue to note is that of accrual of argumerftthdre are multiple
arguments for an action and the values promoted are acéeptahe agents then some
form of accrual might seem desirable. However, the comsiexé of how best to accrue
such arguments has not been fully resolved and this is ndotus here.

4 Properties

Certainly (assuming the cooperative agents do not abarmaodialogue for some rea-
son), all dialogues generated by our system terminate.iSlulear as we assume that
the sets of actions and values available to an agent are fieitee the set of arguments
that an agent can construct is also finite. As the protocos due allow the agents
to keep asserting the same argument, or to keep agreeing gathe action unless a
new argument has been asserted, either the dialogue wmilirtate successfully else the
agents will run out of legal assert and agree moves and songthohake a close move.
Proposition 1:If D! is a well-formed deliberation dialogue, thét' (¢ < ¢') s.t. D" is

a well-formed deliberation dialogue that terminates’aand D’ extendsD?.

Itis also the clear from the definition of the strategy (whacthy allows an action to
be agreed to if that action is agreeable to the agent) thia¢ iflialogue terminates with
a successful outcome of actionthena is agreeable to both agents.

Proposition 2:If D! is a well-formed deliberation dialogue that terminatescasfully
att with outcomer, thena € AgActs(x, D') anda € AgActs(z, DY).

Similarly, we can show that if there is an action that is aghde to both agents
when the dialogue terminates, then the dialogue will teat@rsuccessfully. In order to
show this, however, we need a subsidiary lemma that stdites:a@gent makes a close
move, then any arguments that it can construct that are fimmscthat it finds agreeable
must have been asserted by one of the agents during the wial®bis follows from
the definition of the strategy, which only allows agents tdkena close move once they
have exhausted all possible assert moves.



action a agreeable to
agent 2 due to v2

action a agreeable to
agent 1 due to v3

Fig. 6. The joint iVAF

Lemma 1:Let D! be a well-formed deliberation dialogue wiffopic(D?) = +, s.t.
my = (z,close,v) anddVAF(z, D*) = (X, A). If A = (a,v,v,+) € X anda €
AgActs(x, D), thendmy = (2, assert, A,) (1 <t <t,a' € {z,T}).

Now we show that if there is an action that is agreeable to bgtnts when the
dialogue terminates, then the dialogue will have a sucaksstcome.

Proposition 3:Let D* be a well-formed deliberation dialogue that terminates.alf

a € AgActs(xz, Dt) anda € AgActs(z, D), thenD? terminates successfully.

Proof: Assume thab' terminates unsuccessfully @and thatSender(m;) = Z. From
Lemma 1, there is at least one argumenfor « that has been asserted by one of the
agents. There are two cases. Case: hssertedd. Case 2T assertedA.

Case 1l:x assertedA. Hence (from the protocol) it would have been legal foto
make the moven, = (%, agree, a) (in which caser would have had to replied with
an agree, giving successful termination), unlgdsad previously made a move, =
(T, agree, a) but had not made a move,» = (T, assert, A) witht' < t" < ¢. How-
ever, if this were the case, then we would halgActs(z, D) = AgActs(z, D')
(because no new arguments have been put forwarg toychanger’s dialogue iVAF),
hencex would have had to respond to the mawe with an agree, terminating the
dialogue successfully. Hence contradiction.

Case 2: works equivalently to case 1. Henbé terminates successfullg

We have shown then: all dialogues terminate; if a dialogtraiteates successfully,
then the outcome will be agreeable to both participants;dfadogue terminates and
there is some action that is agreeable to both agents, tledidgitogue will have a
successful outcome.

It would be desirable to show that if there is some action ihatgreeable in the
joint iVAF , which is the iVAF that can be constructed from the union &f dgents’
arguments (i.e. the iVARX, A), wherex’ = Args> U Argsf and-+ is the topic of the
dialogue), then the dialogue will terminate successfidlywever, there are some cases
where there is an action that is agreeable in the joint iVAEdoh of the participants
and yet still they may not reach an agreement. Consider tlosving example in which
there is an action that is agreeable to both the agents given the joint iVAF [5g€5)
and yet the dialogue generated here terminates unsucigssfu

The participants{1, 2}) have the following audiences.

v3 =1 vl =1 v4d > V2
V2 9 vl =5 v4 9 v3

Agent1 starts the dialogue.



my = (1, open, p)
The agents’ dialogue iVAFs at this stage in the dialogue @sden in Figs. 7 and 8.

Cvz vl

Fig. 7. Agent 1's dialogue iVAF at t = 1gVAR1, D').

:V?’ @.. v4
Fig. 8. Agent 2's dialogue iVAF at t = 1gVAR?2, D').

At this point in the dialogue, there is one action that is aglde to agen? (a,
as there is an argumefdr « that is acceptable in Fig. 8); hence (following the basic
dialogue strategy), ageftmust assert one of the arguments that it can construct for
a (either{a, p, v3, +) or {(a, p, v4, +)). Recall, we have not specified tRék function
that has to choose between these two possible proposing assees. Let us assume
that thePick function makes an arbitrary choice to asserip, v4, +).

me = (2, assert, (a,p,v4, +))
This new argument is added to ageistdialogue iVAF, to givedVAR1, D?) (Fig. 9).

Fig. 9. Agent 1's dialogue iVAF at t = 20VAR1, D?).

From Fig. 9, we see that the only argument that is now acckptalagentl is the
argumenggainsta ((a, p, v1, —)), hence there are no actions that are agreeable to agent
1. Thus agent must make an attacking assert move.

ms = (1, assert, {(a,p,vl, —))

This new argumentis added to ag@istdialogue iVAF, to givelVAR2, D3) (Fig. 10).
We see from Fig. 10 that the only argument that is now accéptalagent is the
argumentagainsta that1 has just assertedd, p, v1, —)); hencea is now no longer
an agreeable action for agentAs there are now no actions that are agreeable to agent



e

Fig. 10.Agent 2's dialogue iVAF at t = 3JVAF2, D?).

2, it cannot make any proposing assert moves. It also cannke aray attacking assert
moves, as the only argument that it can construct againstt@méahas already been
asserted by agefit Hence, agert makes a close move.

myg = (2, close, p)

Thus, the dialogue iVAF fot is still the same as that which appears in Fig. 9. As there
are no actions that are agreeable to adgeittcannot make any proposing assert moves.
It cannot make any attacking assert moves, as the only argutiet it can construct
against an action has already been asserted. Hence,lagisotmakes a close move.

ms = (1, close, p)

The dialogue has thus terminated unsuccessfully and th&sabave not managed to
reach an agreement as to how to achieve thegdébwever, we can see that if tiéeck
function instead selected the arguméntp, v3, +) for agent2 to assert for the move
me, then the resulting dialogue would have led to a successtabmne.

This example then illustrates a particular problem: theuargnts exist that will
enable the agents to reach an agreement (we can see this joirnth®/AF, Fig. 6,
in which each agent finds agreeable) and yet the particular arguments selected by
the Pick function may not allow agreement to be reached. The choiceayes made
in a deliberation dialogue affects the dialogue outcomaghestrategic manoeuvring
within the dialogue is possible in order to try to influence thalogue outcome.

This evaluation helps us to understand the complex isswedifficulties involved
in allowing agents with different preferences to agree howadt. We discuss possible
responses to some of these difficulties in the next section.

5 Proposed extensions

One way in which we could aim to avoid the problem illustratethe previous example
is by allowing agents to develop a model of which values thedielse are important to
the other participant. This model can then be used byitlefunction in order to select
arguments that are more likely to lead to agreement (i.esettoat the agent believes
promote or demote values that are highly preferred by thergihrticipant). Consider
the above example, if agef@itbelieved that value3 was more preferred to ageit
than valuev4, then2 would have instead assertéd p, v3, +) for the movems, which
would have led to a successful outcome.

Therefore, the first extension that we plan to investigati® @esign a particuld?ick
function that takes into account what values the agentiesdiare important to the other



participant. We also plan to develop a mechanism which alithve agent to build up
its model of the other participant, based on the other ppétit’s dialogue behaviour;
for example, if an agent asserts an argument for an actioibecause it promotes a
particular valuev, and the other participamt does not then agree tg agentz may
have reason to believe thadoes not highly rank the value

Another problem that may be faced with our dialogue systewhien it is not pos-
sible for the agents to come to an agreement no matter whighrants they choose
to assert. The simplest example of this is when each agemrdgrconstruct one argu-
ment to achieve the topje agentl can constructal, p, v1, +); agent2 can construct
(a2, p,v2,+). Now if agentl’s audience is such that it prefer$ to v2 and agen®’s
audience is such that it preferg to v1, then the agents will not be able to reach an
agreement with the dialogue system that we have proposedthésis despite the fact
that both agents do share the goal of coming to some agre@méptv to act to achieve
p. The agents in this case have reached an impasse, wherésthereay of finding an
action that is agreeable to both agents given their indaligteferences over the values.

The second extension that we propose to investigate aimgtcame such an im-
passe when agreement is nevertheless necessary. We plafine a new type of di-
alogue (which could be embedded within the deliberatiotodize we have defined
here) that allows the agents to discuss their preferencastiog values and to suggest
and agree to compromises that allow them to arrive at an agnetin the deliberation
dialogue. For example, if agei's audience i91 =; v2 >=; v3 and agen®’s audience
iISv3 =2 v2 9 v1l, then they may both be willing to switch their first and secomzkt
preferred values if this were to lead to an agreement (vng@iv2 >; v1 >; v3 and
2 =9 V3 =9 v1).

We would also like to extend our system to deal with the sitmain which the
other stages of practical reasoning (problem formulatimhepistemic reasoning) may
be flawed. In [5], an approach to dealing with epistemic reaspwas presented, that
allowed an embedded inquiry subdialogue with which agemtitdgointly reason epis-
temically about the state of the world. Thus, the third estem that we propose is to
develop a new type of dialogue that will allow agents to jlygimeason about the ele-
ments of a VATS in order to consider possible flaws in the problormulation stage.

6 Related Work

There is existing work in the literature on argumentatioat thears some relation to
what we have presented here, though the aims and contrilsudiothese approaches
are markedly different.

Our proposal follows the approach in [5, 13] but the types of/es are different,
and the protocol and strategy functions are substantiéiyeal from those presented
in either [5] or [13]. This alteration is necessary as neitbie[5, 13] allow agents to
participate in deliberation dialogues. In [13], a dialogystem is presented for epis-
temic inquiry dialogues; it allows agents to jointly constr argument graphs (where
the arguments refer only to beliefs) and to use a sharedtdelation to determine the
acceptability of particular arguments.



The proposal of [5] is closer to that presented here, as hetfc@encerned with
how to act. However, the dialogue system in [5] does not alleliberation dialogues
as the outcome of any dialogue that it generates is predetednby the union of the
participating agents’ knowledge. Rather, the dialogudS]cdre better categorised as a
joint inference; they ensure that the agents assert alhaegts that may be relevant to
the question of how to act, after which a universal value Bngdgs applied to determine
the outcome. As a shared universal value ordering is usefl,ithere is an objective
view of the “best” outcome (being that which you would getdiuypooled the agents’
knowledge and applied the shared ordering); this is in @stto the dialogue system we
present here, where the “best” outcome is subjective andridkpon the point of view
of a particular agent. As the agents presented here eacliieawvewn distinct audience,
they must come to an explicit agreement about how to act éhdre introduction of
an agree move) despite the fact that their internal viewsgfraent acceptability may
conflict. Also, here we define the attack relation (in the iYAkhich takes account of
the relevant CQs, whilst in [5] the attack relation is onlfoirmally discussed.

Deliberation dialogues have only been considered in deyathe authors of [2, 3].
Unlike in our work, in [2] the evaluation of arguments is non@ in terms of argumen-
tation frameworks, and strategies for reaching agreemremi@ considered; and in [3]
the focus is on goal selection and planning.

In [12] issues concerning audiences in argumentation fnaores are addressed
where the concern is to find particular audiences (if thewtgxor which some ar-
guments are acceptable and others are not. Also consideteal preferences over
values emerge through a dialogue; this is demonstratedrsidering how two agents
can make moves within a dialogue where both are dealing Wahsame joint graph.
However, the graph can be seen as a static structure withichvelgents are playing
moves, i.e. putting forward acceptable arguments, rattear tonstructing a graph that
is not complete at the outset, as in the approach we haverpeese

There is also some work that considers how Dungian argurti@mtzameworks
associated with individual agents can be merged togetdgrThe merging is done not
through taking the union of the individual frameworks, butaugh the application of
criteria that determine when arguments and attacks bettheamcan be merged into a
larger graph. The main goal of the work is to characterisesétg of arguments accept-
able by the whole group of agents using notions of joint atad@fity, which include
voting methods. In our work we are not interested in mergittividual agent’s graphs
per se rather, an agent develops its own individual graph and théeso determine if
it finds an action agreeable. In [14] no dialogical interacs are considered, and it is
also explicitly noted that consideration has not been gigdrow the merging approach
can be applied to value-based argument systems.

Prakken [15] considers how agents can come to a public agmetedespite their
internal views of argument acceptability conflicting, allog them to make explicit
attack and surrender moves. However, Prakken does notilyptionsider value-based
arguments, nor does he discuss particular strategies.

Strategic argumentation has been considered in other Workexample, in [16] a
dialogue game for persuasion is presented that is basedamgoariginally proposed
in [1] but makes use of Dungian argumentation frameworkep8ds provided for



three strategic considerations which concern: reveatingnisistencies between an op-
ponent’s commitments and his beliefs; exploiting the omgrdis reasoning so as to
create such inconsistencies; and revealing blunders tedidea in expanding the op-
ponent’s knowledge base. These strategies all conceraniegsabout an opponent’s
beliefs, as opposed to reasoning about action proposdissuitjective preferences, as
done in our work, and the game in [16] is of an adversarialneatuhereas our setting
is more co-operative.

One account that does consider strategies when reasoningyalie-based argu-
ments is given in [7], where the objective is to create oliayes on the opponentto ac-
cept some argument based on his previously expressedqmeésr. The starting point
for such an interaction is a fixed joint VAF, shared by the atjaie participants. In our
approach the information is not centralised in this martherargument graphs are built
up as the dialogue proceeds, we do not assume perfect krgewgdhe other agent’s
graph and preferences, and our dialogues have a more catioperature.

A related new area that is starting to receive attention ésagplication of game
theory to argumentation (e.g. [17]). This work has investgl situations under which
rational agents will not have any incentive to lie about aleharguments; although this
is concerned mainly with protocol design, it appears likiblgt such work will have
implications for strategy design.

A few works do explicitly consider the selection of dialogiaegets, that is the
selection of a particular previous move to respond to. Il fL.5nove is defined as
relevant if its target would (if attacked) cause the stafub@original move to change;
properties of dialogues are considered where agents dreted to making relevant
moves. In [18] this is built on to consider other classes oferelevance and the space
that agents then have for strategic manoeuvring. Howdwvesgtworks only investigate
properties of the dialogue protocols; they do not considetiqular strategies for such
dialogues as we do here.

7 Concluding Remarks

We have presented a dialogue system for joint deliberatioerevthe agents involved
in the decision making may each have different prefereneealywant an agreement
to be reached. We defined how arguments and critiques areajedeand evaluated,
and how this is done within the context of a dialogue. A keyeasgoncerns how
agents’ individual reasoning fits within a more global camtevithout the requirement
to completely merge all knowledge. We presented some pliepaf our system that
show when agreement can be guaranteed, and have exploredndgreement may
not be reached. Identifying such situations is crucial faxftict resolution and we have
discussed how particular steps can be taken to try to reaeleagnt when this occurs.
In future work we intend to give a fuller account of such regsoin steps whereby
reasoning about other agents’ preferences is central.

Ours is the first work to provide a dialogue strategy thatedlagents with different
preferences to come to an agreement as to how to act. Tharsgditevs strategi-
cal manoeuvring in order to influence the dialogue outcomes taying the important



foundations needed to understand how strategy desigriaffedogue outcome when
the preferences involved are subjective.
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